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-~ The purpose of this study was to develop a methodology for determining the intent of
a limited nuclear attack. An investigation of possible methodologies for determining intent
lead to research in Bayesian analysis. It was thought that the answer to intent could be
found by taking prior beliefs of the decision maker and then using Bayes’ Theorem to up-
date those beliefs with ground-based radar information obtained over time.

Unfortunately the use of Bayesian analysis as proposed here in this research did not
prove to be robust when the radar information is inaccurate. The desired answer was the
proportion of the attack which was against each class of targets, city/industrial, “other”

L o]

military, strategic military, and critical command and control or communications. The re-

sults at the current radar accuracies yield an inaccurate estimate of the proportion of the at-
tack which is against each of the target classes. When the accuracy of the radar is im-
proved, the proposed methodology does converge to the correct proportions.

- The reason for the inability of the proposed methodology to perform under the inac-
curate radar parameters is that the methodology ignores too many of the complicating issues
in determining intent. Also, the accuracy of the predicted impact points improve as the
warhead gets closer to impact but the proposed methodology does not account for this
change in the accuracy of the impact points. Some refinements to the proposed
methodology are offered as an attempt to reduce the inaccuracy in the estimates of the pro-
portions. Essentially these refinements involve generating weighting functions to be used
in the Bayesian analysis which modify the amount that the prior probabilities are modified
by the observed samples. When the estimated impact points are inaccurate and thus the
confidence in the sample is low, then the weighting function will be close to unity so that
the priors are modified very little. When the predicted impact points arc accurate, then the

weighting function should allow the prior probabilitics to be significantly modificd.
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Preface

This research effort began on February 26, 1986 when Lt. Col. Richard A. Lawhern
from the Strategic Command and Control, Communications, and Intelligence branch at the
Air Force Center for Studies and Analysis addressed the students at AFIT. He challenged
the students to find the accuracy of the attack warning and characterization system needed
to correctly determine the intent of a limited nuclear attack. His challenge launched my year
and half quest for an answer and the completion of this effort. I never did find the answer
to Col. Lawhern’s question but I did find the strength in my family and myself.

Sharon, you truly are are amazing! How do you put up with me? I love you.
Without you and the kids, Mike, Joe, and Storm, this effort would have been impossible
and meaningless. [ would like to thank my thesis advisor, Major Joe Litko who worked
with me every step of the way. Without his help and intelligence, this research would have
never been possible. I would also like to acknowledge the help of Mr. Larry Lillard who
aided in the reprogramming and debugging of TSP, the trajectory simulation program. I
would also like to thank my classmates who helped me endure this process through their

own hardships and experiences.

Robert L. Bivins
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Abstract

The purpose of this study was to develop a methodology for determining the intent of
a limited nuclear attack. An investigation of possible methodologies for determining intent
lead to research in Bayesian analysis. It was thought that the answer to intent could be
found by taking prior beliefs of the decision maker and then using Bayes’ Theorem to up-
date those beliefs with ground-based radar information obtained over time.

Unfortunately the use of Bayesian analysis as proposed here in this research did not
prove to be robust when the radar information is inaccurate. The desired answer was the
proportion of the attack which was against each class of targets, city/industrial, “other”
military, strategic military, and critical command and control or communications. The re-
sults at the current radar accuracies yield an inaccurate estimate of the proportion of the at-
tack which is against each of the target classes. When the accuracy of the radar is im-
proved, the proposed methodology does converge to the correct proportions.

The reason for the inability of the proposed methodology to perform under the inac-
curate radar parameters is that the methodology ignores too many of the complicating issues
in determining intent. Also, the accuracy of the predicted impact points improve as the
warhead gets closer to impact but the proposed methodology does not account for this
change in the accuracy of the impact points. Some refinements to the proposed
methodology are offered as an attempt to reduce the inaccuracy in the estimates of the pro-
portions. Essentially these refinements involve generating weighting functions to be used
in the Bayesian analysis which modify the amount that the prior probabilities are modified
by the observed samples. When the estimated impact points are inaccurate and thus the
confidence in the sample is low, then the weighting function will be close to unity so that
the priors are modified very little. When the predicted impact points are accurate, then the

weighting function should allow the prior probabilities to be significantly modified.
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A METHODOLOGY FOR
DETERMINING THE INTENT
OF A LIMITED NUCLEAR ATTACK

I. Introduction

Motivation
The ability of the U.S. early warning system to keep pace with the multitude of
strategic threats the Soviets can now throw against it justifies characterization of
U.S. strategic deterrence as a tetrad, with warning and attack characterization equal

in potency to land- and sea-based missiles and manned bombers in discouraging a
Soviet first strike. (emphasis added)

General Hartinger, CINC NORAD
Colorado Springs, Colorado 1980

U.S. military commanders are just now beginning to understand the importance of
attack characterization and intent determination. In support of this interest, the Air Force
and the Department for Advanced Research Projects Agency (DARPA) are currently
conducting research in the area of determining intent in the presence of uncertainty [34].
Because of senior Air Force leadership interest in the Rapid Application of Air Power
program, “pattern recognition” which attempts to resolve uncertainty (“to find pattern in
apparent chaos” [39: 3]) has become a key issue. It is believed that recognizing what the
enemy’s objectives are affords the U.S. the greatest opportunity to defeat the enemy.
Knowing the enemy’s objectives requires application of pattern recognition techniques to
sort through all of the possible objectives to determine the enemy’s true intent [36). How
do we “pattern match” actions to intent? The determination of intent is never easy. But it
is especially difficult when a high degree of uncertainty exists such as when the enemy’s

actions suggest more than one plausible objective.
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This high degree of uncertainty would exist during a limited nuclear attack upon the
United States if the predicted impact points of the incoming reentry vehicles were near
several different types of targets. In that situation, U.S. military advisors to the President
would be uncertain as to the exact nature of the attack and therefore would find it difficult to
recommend the appropriate response action to the National Command Authority (NCA).
The U.S. would find in necessary to pattern match the characterization of the attack to the
Soviet intent. But how could the U.S. do this? Using today’s methods, they would not be
able to determine from the attack characterization if the Soviets intended to perform a
surgical strike against sclected strategic targets, a show of force and resolve by attacking
urban or industrial targets, or a “decapitation” of U.S. military command and control, or
communications. Bruce Blair of The Brookings Institution in Strategic Comumand and
Conrrol had this observation about Soviet intentions which are always laden with
uncertainty. Soviet actions combined with the uneasiness that would be felt if the attack
was against U.S. command and control, or communications (C3) would present U.S.
commanders with a very difficult problem.

Testifying in 1963, Admiral Galantin concluded that Soviet attack on any one
of the shore-based VLF stations used to broadcast messages to missile submarines

‘would probably mean an all-out war.’
Galantin’s remark also reflects a subjective assessment of Soviet intentions

and motives. There is widespread belief that attack, however small, on U.S. C31
clements would presage a large-scale missile barrage against U.S. targets. But
while intentions are potentially a key distinguishing feature of levels of conflict,
actual motives are often ambiguous. A range of different but equally plausible
motives could be inferred from a limited attack against the command structure. For
instance, an attack on U.S. reconnaissance satellites might be designed to impair the
ability of the United States to assign targets to its stratcgic forces. But such an
attack might instead be designed to send a political signal or demonstrate resolve
while minimizing the scale of provocation. Antisatellite attack may be like some
limited U.S. nuclear options in that demonstrating resolve is the primary objective.
[5:221]

It should be obvious that due to the importance of attack warning and assessment in

deciding Soviet intent, the system needs to be very reliable and very accurate.

1-2
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Current Situation. Unfortunately the United States’ nuclear attack assessment and
warning system does not currently perform to the level desired by the National Command
Authority with respect to attack characterization (5: 225-226; 10). If the Soviets launched a
large-scale nuclear attack (hundreds to thousands of warheads), the United States would
have a reasonably good “picture” of how many warheads were incoming because the
system is specifically designed for the detection of a large-scale attack [30]. Determining
the enemy intent during a large-scale attack would be relatively easy. Because all types of
targets would receive large amounts of damage, the intent of the enemy would clearly be to
inflict as much damage on the United States as possible. Under this scenario there would
be a limited number of response options because of the clarity of the Soviet intent and the
need to make a drastic attempt to counter the attack. However, under a limited arttack
scenario (less than a hundred warheads) the ability of the attack assessment system to
“correctly” characterize the attack is non-existent. The current system lacks the ability to
properly discriminate the intended target from among all the possibie targets in the area
when the predicted impact point is such that several targets would be damaged by the
nuclear effects of the warhead [22: 40]. A description of how the attack assessment system
operates from launch to impact illustrates this lack of characterization capability.

Attack Assessment Scenario. Consider the situation where the launch of
an Intercontinental Ballistic Missile has just occurred (See Figure 1.1). First the attack
assessment system detects the launch with Defense Support Program (DSP) satellites
approximately one minute after booster ignition [5: 223; 22: 38]. At this point a
determination of heading is made but it is very inaccurate. After three to four minutes of

powered flight, the satellites lose track of the missiles.
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Approximately ten minutes later when the warheads and decoys have been dispersed from
the reentry vehicle bus, the warheads will be detected by the Ballistic Missile Early
Warning System (BMEWS). This detection by BMEWS will occur about 15 minutes prior
to warhead detonation. At this point the attack is confirmed and information about the type
of attack underway is transmitted to the North American Air Defense Command (NORAD)

headquarters and other high-level military command and control centers (See Figure 1.2)

[5:223;22: 38].

BMEWS
Earty warning
ground stationg

Bombers
and PACCS

Figure 1.2 Information Flow
(Adapted from [5: 251])

This attack characterization data is I:easonably accurate but as will be shown it is too
limited to ascertain intent when the predicted impact points occur in areas that are “target
rich environments” [30]. When the radar detects the incoming rcentry vehicle an impact
point is predicted. The computers at NORAD will run an algorithm to determine the targets
“at risk” from each reentry vehicle [30; 22: 38]. The computer’s algorithm takes each
impact point and compares it against its stored target data base. The targets in the stored

target base are classified into five classes:
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Class I, urban/industrial centers

Class 2, missile fields

Class 3, bomber/tanker fields

Class 4, U.S. command and control centers

Class 5, Washington, D.C. [22: 45]
A “target zone” is calculated for each target in the data base. Information about these target
zones are classified but essentially they are the area surrounding a target where if the
warhead detonates in that area, then the target will receive enough damage to be considered
destroyed [30]. The target zones are different sizes for each of the five classes of targets
because each type of target is hardened to different levels of damage from nuclear effects.
The computer algorithm begins by searching the target base for any target zones which
contain the predicted impact point as illustrated in Figure 1.3. Once a target zone is found,
the class of the target is determined (Class 1 through 5) and that target class along with

other critical information is displayed on the Missile Waming Officer’s display panel in the

Tactical Operations Room of NORAD inside Cheyenne Mountain.

oC

Q City/Industrial

Other Military

Impact Pt

O Strategic Military

Figure 1.3 Target Zones

This panel shown in Figure 1.4 displays information about each incoming warhead.
This display is similar to the one inside NORAD's Tactical Operations Room but it is not
the actual display. To the far left-hand side of the screen each reentry vehicle is identified

with a number.
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Select Tgt Impact Track Impact Launch Object Target Class Raid Impaa
Attack Char Point Phase Time Point Id Summary Size times
1145 32.2534 TG-1 655 sec 50.3418 21 1-0 ICBM -1 None
121.3457 53.4520 2 -1
3-0
4 -0
5-0
2 32 31.4321 TG-2 715 sec 50.3418 22 1 -1 ICBM -2 None
120.5432 53.4520 2-1
3-0
4 -0
5-0
Earliest Imp €55 sec
Next Im 715 sec
\_ P J

Figure 1.4 Missile Warning Display Panel
(Simulated, not an actual warning panel)

On each line across from the number of the reentry vehicle the following information

is displayed:

*

Selected target for attack characterization — A code number
corresponding to the specific city, military facility, or command and control
center which is being attacked by the particular reentry vehicle.

Impact point — Specific latitude and longitude coordinates of the target being
attacked. These coordinates are updated as the reentry vehicles get closer to im-
pact and the radar data becomes more exact.

Track phase — Displays either TG-1 or TG-2 which is a code for the
accuracy of the data for the particular target shown as under attack. Accuracy of
the radar in the TG-2 phase of tracking is reported to be within several thousand
meters and is generally considered to be reliable enough to determine what
specific target is being attacked.

Impact time — Time that the reentry vehicles are predicted to impact.

Launch point — The latitude and longitude of the missile’s launch point.
This information is reported to be very accurate and is used to determine what
type of weapon was launched. This information can also be used by U.S.
commanders to update the targeting of the Soviet Union for retaliation.
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» Object identification — The computer catalog of the reentry vehicle.

» Target class summary — Total number of warheads airborne toward each
class of targets. As if keeping score, each target class (1 through 5) is displayed
with the total number of weapons classified as intended for that class of targets.

« Raid size — Total number of warheads headed for the U.S. and a breakdown
of the number of ICBMs and Submarine Launched Ballistic Missiles (SLBMs).

» Impact times — The impact time of the first warhead to detonate over
Washington, D.C. is specially reported. The “next impact” time is also reported.

The screen also displays the time of the earliest impact over U.S. soil and the next
impact time after the first impact. A large map of the U.S. and Canada is also displayed
with the tracks of the reentry vehicles being shown as they move down the map from over
the North pole. All of this information is provided starting from about 15 minutes prior to
first impact [22: 40,44-45]. Because of the time required to send an execution message to
strategic forces and the time required for those forces to respond, only data down to 6
minutes prior to first impact is relevant in this study. Figure 1.5 shows the time available
for a U.S. response throughout the time sequence of a hypothetical Soviet attack.

The commander-in-chief (CINC) NORAD would use the attack warning and
characterization data obtained during the 9 minutes (15 down to 6) prior to first impact to
advise the President and the National Command Authority (NCA) on the type of attack that
was occurring. This advice to the NCA would include an assessment of the system’s
confidence and CINC NORAD’s confidence in the warning and characterization data [22:
45].

CINC NORAD would take all the information he has reccived about sites and system
confidence along with his personal assessment based on the current world situation and
other factors to generate the CINC NORAD assessment. This assessment would be
reported as a “high,” “medium,” or “low” confidence and if possible would be verbally

reported to the President and the NCA. The CINC NORAD and system con/fidence
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Time after
Timetable of hypothetical Preemptive Initiation Timetable of Retaliatory
Attack by U.S.S.R. on U.S. of Attack Launch-Under Attack
(Minutes) Response by U.S.
b
t Coordinated launch of Soviet ICBMs. 0 First processed signals from satellite-
1 borne infrared sensors and peripherai
2 radar indicating attack.
3 Time available for decision and
4 execution of launch under attack
5 without disruption.
6
7 Probable damage to U.S. Comm
by electromagnetic pulse from
8 excatmospheric explosions
9
F 10
L 11 ) - )
First probable confirmation of attack
12 by BMEWSs radar.
13 .
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Figure 1.5 Hypothetical Nuclear Attack Time Line
(Compiled from [40: 39])
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assessments do not have to agree. The CINC NORAD assessment is his judgement of
whether an attack is underway against the North American continent [30]. CINC NORAD
would describe to the President what type of attack was occurring based on the target
class summary information. His recommended retaliatory measure would be heavily
influenced by the size of the attack (raid size) and the target class “under attack”
determined from target class summary. 1f a large proportion of the attacking warheads
were determined to be targeted against U.S. command and control, or communications
(C3) centers, then the CINC NORAD recommendation might be rapid retaliation before the
“decapitating” warheads could impact their targets. Because an attack against C3 centers
would “force™ a rapid and possibly unrestricted response it is vital to national security that
the attack waming and assessment system perform as accurately as possible.

Deficiency in Attack Characterization. A major problem currently exists
with the method for determining the target class under attack. It is the supposition of this
thesis effort that the algorithm which is used to generate the selected target for attack
characterization contains a serious flaw in logic. The computer algorithm currently
searches the target base first starting with all the major cities in the United States. There are
approximately a thousand cities in the United States with the population and industry levels
appropriate for considering them as possible targets [9: 103]. 1f the predicted impact point
of the reentry vehicle is within a target zone of 4 city, then the characterization system will
record that city’s specific code under the selected target for attack characterization
category for the reentry vehicle. If another city's target zone also contains the predicted
impact point then its code will also be displayed under the selected target for attack
characterization category on the missile warning officer’s display pancl.

After all the city target zones have been checked against the predicted impact point,

the computer algorithm then starts searching for any other target zones which might contain
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the predicted impact point. If other target zones are found to contain the predicted impact
point, then their target codes are listed in the selected target for attack
characterization category in addition to all other previous target codes. It is highly
possible and does occur during exercises that a particular reentry vehicle may have more
than one city code assigned against it and in fact may have targets from more than one
target class assigned to it. These multiple assignments are then all reported under the
target class summary category on the display inside NORAD’s Tactical Operations
Rocm. This method of assessing attack characterization basically assumes an equal
weighting for each target whose target zone contains the predicted impact point.

This equal weighting of all targets is potentially very misleading. It could happen that
in an area of high target density where many targets of several different target classes are
located the true intent of the attack could be obscured. Consider for example the situation
depicted in Figure 1.6 where a warhead is predicted to land in a heavily populated and
industrialized area surrounding a U.S. military command and control, or communications

center such as the satellite control facility at Sunnyvale California.

4>

[:] Area of Greatest Uncertainty

Figure 1.6 Predicted Impact Point in Target Rich Environment




A warhead impacting in this area could be aimed at the command and control, or
communications target but due to the random nature of the reentry vehicle and the
inaccuracy of the radar systems predicting impact points the selected target for attack
characterization information for this warhead would be misleading. The current
algorithm would show the warhead as attacking three city/industrial targets (Class 1) and
one C3 target (Class 4). Repeated over the entire limited attack, the target class
summary information could become overly inflated with Class 1 targets as the target class
under attack. This situation could result in CINC NORAD incorrectly “reading” the Soviet
intent and recommending an inappropriate retaliatory response to the National Command
Authority. Itis the inability of the attack assessment and characterization system to
correctly determine the Soviet intent in a limited nuclear attack when a large amount of

uncertainty exist that has prompted this research effort.

The current system simply lacks the intent determination feature

which would be critically needed during a limited nuclear attack.

Purpose of Research. In the winter of 1986, Lt. Col. Richard Lawhern from the

Air Force Center for Studies and Analysis (AFCSA) identified the current attack
charactenization deficiency to students at the Air Force Institute of Technology. He stated
that he and fellow analysts in the Command, Control, and Reconnaissance division at
AFCSA were interested in learning more about attack characterization “because the current
system lies.” {25] The specific question he posed at the time v-as the following:

Given an area of the United States that contains critical command and control, or

communications centers and other targets such as an Air Force base or an industrial

center, what are the accuracices of the attack assessment and characterization system

that would be necessary to ‘correctly’ predict which warget in the area is the intended
target of the detected reentry vehicle? [25]




Further conversations with Lt. Col. Lawhern lead the research away from further
sensitivity analysis of the radar and target sorting algorithms [26] to more analysis in the
arca of “target deconfliction.” [32]

Target deconfliction is the resolution of the uncertainty which exists when more than
one target and target class are identified as being at risk from a particular reentry vehicle. A
true understanding of the probabilities involved which infer intent is required to resolve the
uncertainty contained in this problem. Intent can be inferred by taking new information
about a particular aspect or “state of nature” and combining the new information with
knowledge or assumptions (prior probabilitics) about the state of nature before information
1s received [20: 616, 619-620]. A majority of the thesis effort was spent in developing a
methodology for doing target deconfliction so that the enemy’s intent could be determined.

According to Lt. Col. Lawhern, an expected benefit from the research is that “the
proposed methodology could be used by the U.S. Space Command as a basis for
validating their attack assessment system. It could also have an impact on the procurement
of attack assessment systems in the future.” [26]

Desired Qutcome. There are several desired outcomes or expectations of the
thesis effort. First that a methodology would be found or developed which could take the
received sensor data of the attack warning and assessment system and “correctly”
charactenze the attack. This characterization involves finding the proportion of the attack
which is intended for each of the five classes of targets (city/industrial, other military,
strategic military, C3, and Washington, D.C.). Second, once the attack has been
characterized, that an estimate could be made of the confidence interval associated with the
proportions of each target class under attack. This confidence interval of proportions could
help CINC NORAD in formulating his assessment of the attack. Third, that the level of
sensor accuracy could be found which would improve the attack characterization to the

point that CINC NORAD would be 98% sure what type of attack was taking place on the




North American continent. It is recognized that the research may show that no amount of
improvement in sensor accuracy is capable of delivering this confidence level. Other levels
of confidence such as 75% and 90% will also be examined. Fourth, that a clearer
understanding of the attack assessment system could be gained by investigating all of the
factors which affect target characterization. This investigation will be aczomplished by
performing sensitivity analysis on the major factors in the attack assessment system. These
major factors are the size of the attack, the timing of the attack, the yicld of the warheads,
the accuracy of the warheads, the distribution of the targets, and the actual nature of the
attack. Finally, that through this research a better understanding of how intent is
determined when there is a large amount of uncertainty involved.

Additional Uses of Rescarch. Since this research deals heavily with
determining intent, there are several areas which could benefit from the results of this
study. The Strategic Defense Initiative (SDI) is one of these areas. It has been
acknowledged that a Ballistic Missile Defense system might nced some way of accurately
determining which of several possible targets is the intended target of an attacking reentry
vehicle. This capability would be necessary when some particular subset of targets was to
be protected and the Ballistic Missile Defense system did not have the resources to protect
all possible targets.

The most serious threat to tracking is a maneuvering RV that could make a strike far
from its predicted impact point. This tactic is effective if the defense is trying to
save some subset of the targets being attacked and wants to intercept only RVs
heading for these targets. [9: 60]
The SDI area is rich with opportunities for using the results of this rescarch. Another
general area which might be aided by this research is “pattern recognition.”

The methodology that will be used to determine intent based on the sensor data is

similar to those techniques currently used in pattern recognition. Bayes’ rule is used to

determine the cost of misclassification and consideration of misclassification is a big part of




pattern recognition [35: 15]. As will be shown later, Bayes’ rule is employed as a large
part of the methodology for determining the intent of a limited nuclear attack given some

sensor data over time.

Problem Statement

Currently there is no methodology for determining the Soviet intent during a limited
nuclear attack when the intended targets are collateral with other possible targets. The
development and acceptance of a methodology to determine the Soviet intent in a limited
nuclear attack would resolve uncertainty and increase the confidence of NORAD’s attack

characterization.

Research Objective

Develop a methodology which can be used to determine intent in a limited nuclear
attack given attack assessment and characterization data from missile warning sensors. Use
the methodology to investigate the sensors’ accuracy to determine if a threshold exists
which would enable 75, 90, and 98% of the warhecads to be correctly classifed during the

attack characterization.

Research Sub-objectives
In support of the research objective the following sub-objectives will be
investigated.

a. Develop a Measure of Effectiveness (MOE) which can be used to evaluate
prospective methodologies for determining the intent of a limited nuclear
attack.

b. Find the sensor accuracy needed to enable the missile warning system to
provide attack characterization at the 75, 90, and 98% correctly-classified

levels.

c. Analyze how missile accuracy (circular error probable, CEP) affects attack
characterization.
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d. Given the most accurate missile warning system possible, determine the
tongest time before first warhead detonation at which the attack
charactenization could be determined at the 98% correctly-classified level,

Limitation of Scope

In order to accomplish the stated objective and subsidiary objectives, the scope of the
problem needed to be appropriately limited. First, the research was restricted to the
unclassified level. Due to the amount of sensitivity analysis conducted it is felt that the
results will be easily transferable to the actual classified data bases. The geographical area
of interest was limited to the state of California. This state was chosen because of its large
number of targets in four major target classes (city/industrial, other military, strategic
military, and C3). The research only considered limited nuclear attacks because of the
senselessness of trying to characterize an attack that consists of several hundred warheads.
With hundreds of warheads the target class of interest, C3, would experience enough
damage that the ability of the U.S. to respond to the attack would be severely reduced.
Only ground targets were considered in the target data base. It is felt that if space assets are
attacked the intent of the Soviets is ciearly to disrupt U.S. military command and control,

and communications, and the U.S. should respond accordingly.

Definition of Terms

There are several terms which require some elaboration. Most of these terms will be
used throughout the thesis and their definition here serves to clarify their usage and make
visible the inherent assumptions.

Attack Assessment — The information gained concerning imminent or actual
attack against the United States involving nuclear weapens. This information may
come from Ballistic Missile Early Warning System (BMEWS) radar sites or space-
based infrared sensors. These systems combined are capable of assessing the
number of launches, launch sites, time to impact, impact points, and other relevant
attack data [5: 223-226].




CEP — Circular error probable is the area in which on the average, half the
warheads will land. It is the radius of that area usually measured in meters and is
the accepted measure of ICBM accuracy.

Critical Command and Control ,and Communications — In the United
States there are about a hundred command and control, and communications
facilities that are considered vital to either attack assessment and or control of
nuclear retaliatory forces. These facilities include such things as radar sites,
communication relay stations, and satellite control facilities. They also include
command posts, the National Command Authority, and alternate command facilities
[11: 30]. These facilitics are necessary to employ nuclear weapons. Therefore,
these facilities are considered “critical” command and control, ind communications
facilities.

Limited Nuclear Attack — Because an attack consisting of hundreds of
warheads would cause such a high level of damage, debris, and electromagnetic
pulse throughout the United States that critical parts of the U.S. communications
system would not operate effectively, a limited nuclear attack will be defined as an
attack consisting of less than a hundred nuclear warheads [42: 1310]. Since only a
portion of the United States will be considered in the research the number of

warheads to represent a limited attack in the area of interest will be approximately
10% of the total number of targets in a particular area.

Overview

This chapter has contained the introductory information. Chapter II will contain
background material. The background material will include a review of the literature
concerning the problem area and information collected from discussions with missile
warning experts. Chapter III will contain a discussion of the simulation and mathematical
models used to generate the data for the analysis. Chapter IV will contain a discussion of
the methodology used to solve the problem. A brief explanation will be given concerning
what other methodologies were investigated and why they were rejected. The theoretical
foundation for using the adopted methodology will be presented. Finally the test
conditions, hypotheses, and experimental design will be discussed. Chapter V contains the
findings and analysis. The results of experimentation and an analysis of those results are
thoroughly discussed with respect to the research objectives they answer. Finally some

conclusions and recommendations are presented in chapter VI




II. Background

Overview

This chapter will contain all the relevant background information collected about the
attack characterization and intent determination problem. The majority of information was
collected from two sources, a thorough literature review and discussions with missile
warning experts. This information led directly to the discovery of what data had to be

collected or generated to meet the research objectives.

Review of Literature

Lt. Col. Lawhern, a former deputy chief of the Command, Control, and
Reconnaissance Division at Studies and Analysis and the inspiration for this research has
commented that he knows of no previous research in the specific area of intent
determination of a Soviet limited nuclear attack [25]. This statement was supported when
an exhaustive search of the literature failed to expose any published studies in the area of
intent determination in a nuclear attack scenario. However, during the literature review
several studies were located which dealt with topics related to the research objective. These
related topics were studies of attack warning sensors, damage expectancy and vulnerability
studies, and pattern recognition. Each of these three areas of studies will be briefly
reviewed in the following sections.

Attack Warning Sensors. Several Department of Defense studies have been
sponsored in the arca of nuclear detonation detection with regards to treaty verification and
damage assessment. These studies are related to the research topic because they involve

various components of the sensor system necessary to perform: attack characterization.

2-1




t,‘,

I s SRS ey

v

These sensors perform warning functions day-to-day and then provide attack warning
if a launch is detected. After launch detection, the U.S. would attempt to characterize the
attack. From the character or nature of the attack (how many warheads are targeted against
each class of targets), an attempt would be made to determine intent. This intent
determination is the focus of this thesis. All of the previously mentioned actions occur
before any warheads have detonated. Once detonations start occurring, the sensor waming
system would perform damage or attack assessment. These assessment functions would
be supported by both space-based satellites detecting detonations and ground-based seismic
sensors. The research in this area was useful because of the information it provided about
the various sensor systems and their capabilities.

The first study reviewed gave insight into the types of sensors which are currently
deployed and planned for deployment for attack warning and assessment. The “Forward
Based Systems” study, published in November 1973, conducted “a review and an
assessment of feasible sensors within the electromagnetic spectrum operating from
appropriate platforms.” The research provided “a basis for determining forward based
surveillance system requirements in support of ballistic missile defense.” [12: 1)

A second study gave information concerning a submarine launched attack. The
SLBM defense technology requirements study was published in November 1976. The
study’s emphasis was “to determine technology requirements to maximize SLBM defense
warning time and provide accuracy threat assessment and to determine the parametric
effects and interactions between reaction time and required SLBM detense. .. The contractor
proposed several advanced satellite sensor concepts and advanced interceptor concepts
which can defend against SLBM attacks.” [12: 6] As a result of information gained from
this study, it was decided to exclude an SLBM attack from the attack characterization model
during the research. The reason for this exclusion is based on the limited time that would

be available to make an intent determination. An SLBM can launch and detonate its
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warheads within 6 minutes at normal patrol range. Even immediate intent determination
would not allow enough time for any credible response. The intent determination of an
SLBM limited nuclear attack will be left for future rescarch.

The last study reviewed in the arca of attack assessment and warning sensors was the
nuclear detonation detection system (NDS) utility study (trans-attuck application).
Completed in August of 1984, this study evaluated the “contribution of NDS to strike
assessment.” [13: 53] This study 1s interesting because it attempts to relate sensor
capability to attack assessment. The study is related to the rescarch because it attempts to
answer one of the questions in the logical sequence of questions of can the U.S. determine
if they are under attack (attack warning), what targets are being attacked (attack
assessment or characterization), and what is the intent of the attack (intent determination).
The next area of research discussed is the area of dumage assessment and vulnerability
studies.

Damage Expectancy and Target Vulnerability. This area of research is
applicable to the thesis rescarch objective because it concerns methods for estimating
damage to a particular type of target. This information is necessary for the research effort
because in order to ascertain intent in a high density target arca the different levels of
damage to each target in the area needs to be determined. This expected damaee information
could then be used to differentiate the intended target from among the different target
classes using an appropriate methodology. As mentioned in chapter I, the relative sizes of
the target zones for different target classes are not the same. This difference comes about
because of the different levels of vulnerubility each difterent class of targets would
experience when subjected to the same level of nuclear effects. Some of the cited studics
only address damage expectancy while some relate the expected dumage to the survivability

of the target.

2-3




Ghphgnre,

The first study reviewed in this areais the “LEffectiveness and Target Assessment”™
study published in December 1974, The objectives of this study were to:

1) “Assess the damage probability versus range for various targets as a function of
weapon type, yield, and burst-altitude.”

2) “For various attack-objectives and target complexes, summurize the desired
warhead type, yicld, CEP, and burst altitude.”

3) "Determine mujor weapon-ctlect uncertaintics (¢.g., output, environment, target
response) impacting the capuability to attack, while producing munimal undesired
damage.” [13:57]

This study validated the approach tuken mn the damage caleulution model used to generate
some of the data for the rescarch. This model and its data will be discussed in Chapter 111,

The next study reviewed was the “Evaluation of C3 Degrudation for JCS ELITE
TROOPER Exercise™ published April 1983, The objective of this study focused on the
class of targets of most interest in this research, C3. The objective of the research was to
“evaluate the eftects of damage 1o C3systems of the NCA resulting from the nuclear
attack...”™ [13: 72] This study vahduted the concern over a decapitation attack.

Commund and control, and communications 1s also the topic of the next study which
was reviewed., A communications survivabibity study was published in April 1985, This
study developed “a reference document of strategic command, control, communications
and intelligence C3 systems nuclear survivability issues to include the updating with the
latest caleulated nuclear effects on the vulnerability hardness of cucn Hnk and node of
strategic connectivity networks.™ {13: 130] The study vahidated the parameters used in the
duamage calculation model for the C3 targets.

One of the most interesting studies reviewed was the “Conscequences of “Limited’
Nuclear Attacks on the United States study published in 1980, This study approached the

conscquences of nuclear war from an analysis of the civilian casualtics which would result
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from various different strategies of attacks. The study was very uscful in developing an
appreciation for the various different levels of damage which would result from attacks
which “intended” minimal collateral damage [11: 3-45]. It was also useful in determining
some of the parameters that were used in the damage caleulation model. Finally, the model
provided information about the command and control, and communications targets which
are in the geographical arca of interest in the rescarch.

The studies that have been reviewed here demonstrate the varied types of rescarch
occurring in the area of dumage expectancy and target survivability. The information
gained from these studies and other sources were critical to developing the models to
generate the data for this study. The last group of studies which will be reviewed are those
dealing with pattern recognition.

Pattern Recognition. No studies were found which directly related pattern
recognition to using targets attacked to give estimates of target clusses under attack. The
studies which are reviewed deal either with attack assessment or pattern recognition in a
general sense.

The first study reviewed in this area validated the idea that the Soviets might attempt a
limited nuclear attack against a subset cluss of targets and that the U.S. correct
determination of the “class under attack™ could control escalution. The “"Chunging Balunce™
study of February 1983 had as its objective the examination of the “impact of nuclear force
deployment and nuclear employment on escalation control.™ The approach the study used
was to “broaden the range of scenario conditions in which strategic assessments are
performed to include basic constraints on force operations, the impact of alternative attack
strategies (especially as Soviet strategy may differ markedly from U.S. views about nuclear
warfare), and the importance of C3, attack assessment, force reconstitution.™ [13: 74]

The next study reviewed here addresses the subject of escalation control in a U.S.

limited nuclear attack. This study examines the U.S. targeting strategy to determine if the

&)
)
(9




N o is B eELEEEER

—

_—-——-—-—-'——_-—t D

Soviets could estimate U.S. intent bused on the targets which were attuched and the
collateral damage which would occur to surrounding targets. The “Strategic Tuargeting
Constraints Criteria”™ study, pubhished in April 1984, addressed the concept of withiholding
certain target classes from attack and how this restraint could be evaluated. The study
acknowledged the premise that “recognizable restraint, under certain conditions, may leud
to escalation control.”™ The objective was “to determine if existing collateral damage
comstraint criteria are appropriate to current employment policy guidance and the supporting
planning of employment options.” [13: 109]

Even though these studies address pattern recognition in a general sense and do not
directly discuss intent determination, the studies were still valuable in developing a
methodology. The studies vahdated the idea that withholding clusses of turgets trom attack
could control escalation if the other side could determine the attacker's intent from the target
class attacked and the colluteral damage to surrounding targets. This idea is an important
point because it is the real motivation for the research. If intent determination can not
be determined, then a limited nuclear attack will quickly escalate into an
all-out conflict by both sides. At the present moment, the U.S. attack assessment
and characterization system does not explicitly provide intent determination information.
The purpose of this thesis 1s to develop @ methodology for providing that information.

Interviews with missile warning experts provided the other major source of relevant
background information. Some of that information has already been presented in chapter |
in the “current situation” scction. The remainder of the background infornution, obtained

mostly from missile warning experts, will be presented in the next section.

Discussions with Experts
There are several key pieces of information still needed to fully understand the

problem. As mentioned in chapter [ the specitic problem with the current attack




chuaracterizaton system is that it does notvontam o teature to deternmine mtent of the wtiach,
Not onls s this feature missig, but as previoashy shown, the target class summary
duta collected by the system can be misleading,

Uncertainty. Inorder for mtent to be determined. as much uncertainty as possible
needs to be removed from the predicted impact pomt date. The uncertinty in the impuact
point data comes about from two sources. First, there s the uncertanty imtroduced by the
indccuraey of the radar svstems in tracking the warhead. No radar sastem could ever be
built which would pinpoint exactly the location of cach and every warhead, buta system
could be built thut could get “close enough.”™ The other major source of uncertamty i the
predicted impact pomnt data s the mherent uncertawnty 1 the thght of the warheads
themselves. Even though the missiles are launched with an aim point, due to imtal error in
the launch vehicle parameters, reentry vehicle impertections, and atmosphenc disturbances
on the reentry, the warhead wall not exactly hitits target {19: 3-5 = 3-8]0 Given pertect
information as to where cach warhead was going 1o detonate, and if the targets were far
enough apart so that there was no overlap in the the target zones, then by analyzing which
clisses of turgets were being attacked, inent could be estimated with some certainty. This
wdea s central to the development of the methodology. The research objective will be met
by unalyzig the classes of targets which are attacked and using the results o give an
estimate of intent. Then the methodology for determining inten: will be used to find the
SCNSOT ACCURICY nedessdry to enve spectticd levels of correctiy -classitied warheads mthe
attack characterization,

This accomplishment of intent determmation requires two premises. Fust, that an
accurate prediction of impact point can be determined and secosd, that the speaitic tarpets
and their classes could be correctly determined and reported. Inherentin this theory of

mtent determinution are the assumptions that the Soviet missiles are accurate enough withim
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reanen Lo it the target they e at, that the Soviets would use anly one warhead pertarpet,
aod it the Soviets would witack with aspecihic stratezy,

The it assumption seems valid based onimformation coliccted from Soviet test
Launches. Ther misstle accuracies have inereased over the past decade and they are now
ahic to it therr rgets within g few hundred meters. The reported CEDPs of the S5-18 and
SS9 which are the Litest Soviet ICBMs are 300 meters [14: 164]. Ancrror of only 300
merens dae o Laench parameter ervor and reentry vehicle perturbuations caused by design
tections and atmospherie disturbances will not adversely atfect the determination of
The next assumpuion concerns Laygetng stratezy. Tois assumed that the Soviets
wouid use only one warhead per target and that cach warhead would be aimed at only one
target. Both of the postuiates seem reasonable. Ina hmated nuclear aitack which is the
seenmario of mterest i this researdhy it does not seem reasonabie that the Soviets would
cvpend such a sl number of warheads (10 1o 20y und then use more than one warhead
onany one target. Depending on ther mtent with the attack, using more thun one warhead
ner tarzet would decrease the hehhood thut thair "messaze™ would be understood. Instead
ol wning more than one warhicad on any one target they would probably send a few more
watheads to attack more targets 1 the samie target classs Ao Sovict weapons are so large
i viend that very few targets eanstan the ULS. which woutd require more than one warhead
to produce a bigh probabaliny of kil The second postelate s that cach warhead s wimed @

onhvone target as opposed o being aimed between two targets so that one weapon could
rod both targets This postulate s ahso reasonahle. Because the Soviets have thousunds of
warhedads, using one warbicad to oy to kil two targets deties ogics Therelore itwall be

asumed formtent deternunation purposes that cach warhead s wmed ot one targetand that

cach tareet s not attacked by miore than one warhead.




The Last assumption requires that the Soviets attack with wspeaitic intent in mind.
Thowimnent could be a counterforee attuck aganst strategie militury targets, a countervalue
aradk acanst aties and mdustrial wrgets, or a decapitution attack against the military
command and control structure or its communiciations. It the Soviets randomly chose
targets toattack thenmtent determimation would be impossible becuuse no pattern exists in
tho datn There would be no attiack pattern to recognize, only chuos.

[he first prerequinite formtent deternunation 1s accurdte impact point prediction. As
mentioned in chapter L the Detense Support Program (DSP) satethites would detect und
rack the Soviet launch during its boost phase [5:223; 22: 38]. At this point an estimation
of impact area is made bused on the heading of the missile. This estimation of impact area
can be very inaccurate (as much as 1807 oft from the truc heading) due to certain
obseryation phenomena [30]. The DSP satellite reported impact points have a one standard
deviation of 10 kilometers in az.muth and 400 kilometers in runge [4: 191]. This implics
that the DSP data could be used 1o determine what east-west portion of the Umited States
was under attack but would not be reliable in a north-south determination. For California,
the target area of interest, this impact prediction data would not be very usetul in
determining intent as shown in Figure 2.1, The arca of uncertainty would simply be too
lurge to get an accurate assessment of what target classes were under attack.

Three to four minutes after detection, the DSP satelhites would lose track of the
minsiles. The ULS. would be blind to the attack and 1ts nature until the reentry vehicles
couid be detected by the ground-bused radar systems. At about 15 minutes before impuct.,
the warheads would be detected by the Ballisue Early Warning System (BMEWS) and
more precise trucking would begin. When an object is first detectd by the radar it s not

Known if the object s an orbiing space chiele such as wsatelhite or an attacking warhead.
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Figure 2.1 Arca of Uncertainty from DSP data

The object s assessed by the computer software at the radar location to determine if
its trajectory s orbital or reentry. If the trajectory is reentry the object is compared with the
catalog of objects in the radar’s computer to determine 1f it matches a known orbiting
object. This determination 1s not always conclusive. I it can not be determined if the
objectis orbiting or reentening the earth's atmosphere, TG-1 wracking is initiated. In this
racking phase, the radar catalogs specific information about the object such as launch point
and predicted impact point. Itis in this phase that decoys would be separated from actual

L]
warheads using vanous parameters based on specttic Soviet reentry vehicle characteristics.

The final tracking phase s designated TG-20 In this trucking phase the best information is
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obtained about the reentry vehicle. At this time, impucting object reports (IORs) would be
sent to NORAD for cuch reentry vehicle [22: 443,

These impact object reports contain the predicted impact points of the wurheads.
These are the predicted impact points which will be used by the current computer algorithm
to actermine what target zones are affected. The accuracy of these predicted impact points
are reported to be roughly 10 to 20 kilometers from the actual intended target {30]. This
aceuraey is for predicted impuact points 10 to 15 minutes before actual impact. The final
impact points are much closer to the intended target and is measured as CEP (Ciicular Error
Probable). The CLEPs of Soviet missiles are within a few hundred meters. From predicted
impact points and target zones, the specific target and its cluss are identified and reported on
a display to the missile warning officer.

Target “at risk™ Determination. The other arca where the current attack
characterization system is deficient is 1 target “at risk™ determination. As discussed in
chapter 1L the current computer algorithm attempts to match an impact point with a target
zone. Once a target zone is found in the target data base, that target code and cluss are
displayed on a missile warning officer’s console. If more than one target zone are found in
the data base which contain the impact point then all of the target codes are displayed on the
missile warning displays. As previously discussed, this assumes sort of an equal
weighting for all targets regardless of the level of the dumage on cach target. To
understand this further requires knowledge of how target zones are constructed.

A target zone is the area surrounding a target in which it the impact point lies in that
area, the targetis assumed “killed™ and 1f the impact point lies outside this arca the target is
“safe.” If the targetis Killed then itis reported as a target at risk and its target class is
reported on the display panel. The problem with this method is that it employs the “cookic
cutter” technique to determining target survivability. This techniques assumes that if a

warhead detonates within some distance of a target which would give a certain level of




damage due to nuclear effects then the target is destroyed otherwise itis sufe [6]. This
threshold approach causes uncertainty because in reality. a target will even be slightly
damaged from a warhead detonating several kilometers away. In contrast, depending on
the target hardening, a warhead might have to detonate very close to be inside the target
zone. A much more realistic approach seems to be to consider the damage as a continuous
function of range. The most commonly accepted model is to consider probability of

survival a function of range as the cumulative lognormal as shown in Figure 2.2 {7].
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Figure 2.2 Probability of Survival vs. Range

The probability of kill is just the complement of the probability of survival.
p A J | ] Y
The probability of kill, Pg can be calculiated by equation 2.1 where the two parameters o

and B are caleulated by equations 2.2 and 2.3
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I 1s the intensity of the nuclear effect which at that Tevel and below, the target is
constdered to be sure-safe and receive no appreciable damage. ik is the intensity of the
uclear effect at which level and above, the target is considered to be surc-killed [8]. By
using equations 2.1.2. 20 and 2.3 4 contiuous range of Py can be obtained for the targets in
the duata buse which are near the predicted impact point of the warhead. This approach
allows 4 better estimute to be made of the intended target.

Under the current system’s operation, once the target zones have been compared to
cach predicted impact pointand target clusses have been reported, the system begins to
verite back through the whole process of impact point prediction und target at risk
determination. This whole process takes between 30 seconds 1o 1 minute when the number
of reentry vehicles is small (less thun one hundred). The wrget at risk and target class
summuary information would then be forwarded o NORAD und otlier high Tevel military
commund and control centers,

CINC NORAD and his advisors would use this information and the “system
confidence™ to generate a CINC NORAID assessment. As much as possible, this
assessment would need to contain a report assessing the contidence that an attack is really
occurting and if so, what type of targets (which implies intent) are being attacked.

The svstem confidence s an evuluation of how contident und reliuble the system s
with respect toats operation and reporting that an attack is underveay. The radar site’s
assessment of cach reentry vehicle s renorted as “valid,” “false,” or “under investigation.”
This information is combined for cach of the sites which detect the reentry vehieles to

provide an overall system conlidence of “high,” “medium ™ or “low.” |30] Forinstance. if
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the Ballistic Missile Early Waming Systems (BMEWS) radurs (Site [ in Thule Greenlund,
Site Il in Cleur Alaska, and Site HIin Fylingdales Moor in England [23: 252]) all detected
the same reentry vehicle and two out of the three sites were reporting “high™ confidence,
then the system confidence would probably be assessed as “high.” This system confidence
would be reported to NORAD where the CINC and his advisors would gencerate the CINC
NORAD assessment.

Absent in all of this information is 4 method for determining intent. Without intent
determination, CINC NORAD's assessment is not as useful as it could be to the NCA. In
a limited nuclear attack scenario, an estimation of the enemy’s intent couid be the most
important information CINC NORAD could provide outside of the determination that some
type of attack against the United States is occurring. It is the objective of this thesis to
develop a methodology for determining that intent information. To do so will require data
to be generated. The data will be used to conduct experiments to accomplish the research
subsidiary objectives. Accomplishing the subsidiary objectives will directly lead to
accomplishment of the research objective. The next chapter will specify the data that will
have to be generated or obtained in order to accomplish the rescarch objective. Chapter I

will discuss the models which wil] be used to generate the data for experimentation.
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I1I. Data Generation

Overview

This chapter will discuss the data needed to meet the research objective. The overall
research objective is supported by several sub-objectives. Euch sub-objective will be
exmined with respect to the specitic data needed to for its accomplishment. Examples of
the desired data will be given for each objective. A major portion of the chapter will be
devoted to discussing the three models which will be used to produce the duta necessary to
conduct the research. Each model will be examined by its purpose, the data and parameters
needed to support the model, and evidence of the model’s verificution and validity.

Finally, an overview will be presented which discusses how the data from the three data

generating models will be integrated and used in a methodology for determining intent.

Data Needed to Answer Research Questions

The desired end result of the thesis is that a methodology be developed which could
indicate the intent of the Soviet limited nuclear attack. This objective can be accomplished
by developing a technique which would give CINC NORAD an accurate estimate of what
classes of targets were under attack. This estimate of the intent would be in the form of a
report of what proportion of the attack wus against cach class of targets with a confidence
interval around those estimates. This data would change every 30 seconds or so as new
estimates of impact points were computed. The final output will be the data for the 6

minute point prior to first impact. Table 3.1 gives a sample of the output in its final form.




TABLE 3.1 Class Under Attack Estimates
(90% confidence level)

Class Lower Bound Point Estimate Upper Bound
1 City/Industrial .2000 3100 .4000
2 Other Military .0000 .0400 00667
3 Strategic Military .0000 .0660 1333
4 Critical CCC 5000 .5900 .6067

These estimates of the preportion of the attack which is against each class of targets
would give CINC NORAD a good indicuation of the Sovict intent. Given the saumple data
presented in Table 3.1, it would appear that the Sovicts intended to attack critical commund
and control, or communications targets and that there was a fuirly high degree of collateral
damage to the surrounding populated areas. Other attuck scenarios would obviously yield
different sets of proportions with different lower and upper bounds on those proportions.
The amount of data and calculations to arrive at the final table of proportions is quite large.
This large amount of data is currently being produced or capuble of being produced by the
attack warmning and characterization system. There are also some other types of data
required to answer the rescarch objectives which are not currently being produced. In the
sections which follow, each research sub-objective will be examined with respect to the
data needed to support it.

The first research sub-objective is the following: Develop a Measure of Effectivencss
(MOEL) which can be used to evaluate prospective methodologies tor determining the intent
of a limited nuclear attack. The best MOL for this objective is probably a “confusion
matrix.” {15: 371] This table of actual intended target versus predicted intended target
gives a good estimate for the accuracy of the developed methodology. Table 3.2 presents

some simulated data to show how the results might look under one scenuario.




TABLL 3.2 Classification Results

Predicted Target Class

Actual Tgt Number I pA 3 4
Class of warheads
1 5 4 0 0 0
2 0 0 1 0 0
3 0 0 0 1 0
4 11 0 0 0 9
Percentage of targets corrcetly classified = 86.67

The results in table 3.2 would indicate that the methodology is reasonably good at
classifying warheads to their intended target. In an actual attack the U.S. would really
never know the actual intended target class which is why the proportion of class under
attack data can only be point estimates with confidence intervals. In the rescarch for a
methodology the experiment can be controlled and the actual intended targets known. This
confusion matrix will be computed for several different scenarios. The proposed
me'hodology will be evaluated using the confusion matrix as the Mcasure of Effectiveness.

‘L ne second research sub-objective is: Find the sensor accuracy needed to enable the
missile warning system to provide attack characterization at the 75, 90, and 98%% levels of
correctly-classified targets. The data used to meet this sub-objective will be the sensor data
which is composed of the measurements of the reentry vehicle's position and velocity in a
three axis coordinate system. The accuracy of the sensor will be varied along these six
parameters (X, Y, Z, Vi, Vy, V) and the results evaluated with the MOE. The MOE is the
percentage of targets correctly “classified” according to intent. By improving the accuracy
of the sensors, the percentage of targets correctly classified can be made to increase to the
different levels of attack characterization effectiveness. There will be a sct of six parameter

values for sensor accuracy at cach different correctly-classified level.
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The third sub-objective is: Analyze how missile accuracy (CEP) affects attack

characterization. CEP is a parameter which can be varied to give different attack proportion
estimates and different MOE values. The results of this objective will be a plot of the set of
MOE values attained over different missile accuracics.

The fourth and final sub-objective is: Given the most accurate missile warning
system possible, determine the longest time before first warheuad detonation at which the
attack characterization could be determined at the 98% confidence level. The result of this
objective will be a time before first impact such as 555 scconds.

In order to meet the four research sub-objectives which support the overall rescarch
objective, some simulated duta must be generated. Simulated duta must be used in the
analysis because actual duta does not exist. One sct of actual duta und three generated data
files were used to support this rescarch eftort.

The actual data is the set of targets in the arca of interest. This data set is contained in
Appendix A and consists of a target identification code, the target type (Classes 1 through
4), target latitude, target longitude, and the name of the target. This actual data set wus
compiled by hand plotting the targets using acronautical maps [1]. This target data base is
unclassified because it is not the actual data base which is contained in the computers at
NORAD. Itis however, very realistic in that actual military targets and command and
control, or communications targets were located on the acronautical maps and plotted. The
cities were selected by population. Any city with 50,000 or more in pepulation was
considered a possible target of a Soviet attack and therefore was louded in the target data
base.

The first simulated data file is the set of reentry vehicles. A simulation model was
developed that would create an attacking force of Soviet missiles and their reentry vehicles.
A sample of one such attack 1s contained in Appendix B. This data set was used with

another simulation model to generate a file of predicted impact points. Appendix C
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contains sample output of the predicted impact points. Finally, the predicted impact point
data was used by another model to measure the dumage as probability of kill, Pk.
Appendix D contains sample output of the probability of kill duta. The file of Pk values is
then used by the developed methodology to answer the rescarch objectives. These files of
simulated data were thus necessary to conduct the research. The next section discusses

each of the models which were used to generate the simulated data.

Models Used

There were three programs written or modified to generate the required simulated data
for this rescarch. A model written in Simulation Language for Alternative Modcling
(SLAND [33: 1x] 15 used to generate the attacking warheads and models written in
FORTRAN are used to predict impact points and estimate damage in the target arca. Each
of these programs will be discussed in some detail. The purpose of cach simulation model
wiil be explained followed by a discussion of the data needed to support that model.
Finally, evidence of euch model’s validity will be presented.

Attack Simulation Model. The first simulation model that will be discussed is
the model used to generate the attack. SIMATTACK.SLAM was written in SLAM and is
called from @ FORTRAN muin program, SIMATTACK.FOR. The listing of the source
code for this model 1s located in Appendix E. The model was written using SLAM because
of the need to have the missiles take oif at different times and the desire to have the attack
randomly sclect targets at which to uim. SLAM incorporates both desired features rather
casily as demonstrated by the fuct that the code required to generate the attack is barely 100
lines long [33: 73-74].

Purpose. This simulation model is used to create the wtacking warheads.
Once the attack is “Tuunched.” the warheads can be simulated in flight toward the target

arca. The faunch of the attuck can be made to occur from any place in the Sovict Union and
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consists of any number of weapons. A sample attick is contained in Appendix B. The
model generates a data file which contains a reentry vehicle number (1 through size of the
attack), latitude and longitude of the launch site, lutitude and longitude of the intended
target, relative time of luunch in scconds, target class attacked (1 through 4), and the wrget
identification code.

Data Needed to Support Model. There are several parameters which can
be changed to alter the nature of the attack. First of all, the total number of weapons can be
altered by changing the number of entitics created in the network. The relative time
between launches can also be changed at the CREATE node. In the particular attack shown
in Appendix B, an SS-18 was launched from Omsk with 9 independently targeted
warheuads onboard. Simultancously, a second missile was launched, an SS-19 from
Teyhovo with 6 independently targeted warheads. Each warheud (total of 13) was
assigned a different target in the target data base, The target data base is in a file called
REALTGT.DAT and is read into the attack generation model. The model as written allows
a great deal of flexibility in choosing the size of the attack and the origination of the attack.
By changing parameters in the SIMATTACK.SLAM portion of the model, a different sct
of targets could be attucked. Changing the values in the ACT arcs after the first two GOON
nodes affects the nature of the attack. The attack can be made more heavily counterforce
thun countervalue or a total decapitation attack can be attempted. These attacks would be
selected by changing the proportion of cach class of targets attucked. The model allows
testing of all the parameters of interest under the experimental design.

Evidence of Validity, The model was validated by changing various
parameters and examining the results. In all cases the model retums reasonable data. By
referring to Appendix B it can be scen that targets from all four target classes are attacked
under the uniform attack plan. It can also be seen that targets are selected at random

ranging from 5, Bakersficld, all the way to the one of the last targets in the file, 141, the
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Ground Wave Emergency Net (GWEN) input node at March AFB. By comparing the
selected target number, its latitude, and longiude to the datan the toget base in Appendix
A the integrity of the attack 1s vahduted. The model is aecepted us producing valid attack
data.

Trajectory Simulation Model, Once an attack has been launched, the missiles
will eventually be detected and trucked by BMEWS. The rajectory simulation model called
TSP performs this simulated detection and tracking by the ground-based radar systems.
The model 1s written in FORTRAN und wus adapted from a mode! obtained from the
Forcign Technology Division (IFTD) at Wright-Patterson AFB Ofio. The program wus
written by FFTD to generate the Luunch parameters of a Sovict ICBM luunched against any
target in the world [27; 28]. The model. as part of its calculations, updates the reentry
vehicle™s position and velocity at each step (time) interval. Since knowing a reentry
vehicle's position and velocity are all that 1s needed to simulate its flight, the program can
be modified to “track™ the reentry vehicle from detection point to impact. A listing of the
adapted source code for the trajectory simulation model TSP is contained in Appendix F.

Purpose. As alluded to, this simulation model wus needed to take the
launched reentry vehicles and “fly™ them to a point at which the, could be detected by the
rudur system and tracked to impuact. The main function performed by this program after it
was modified is that at any point in time, given the reentry vehicle's position and velocity in
a three axes coordinate system, an impact point can be predicted. This feature of the
model 15 its main purpose. Without the ability to predict impuct po'nts in the arca of
interest, the research could not have been completed. A sample of this model’s output is
contained in Appendix C.

Data Needed to Support Model. The attack duta contained in
ATTACKDATADAT 15 read into the model and used o drve the simulation, Each reeniny

vehicle s taken and “lown™ fromyits Tuunch point to its impact poimt. At approximately

3-7

B adbe o OISR S




Juith seconds (13 mimutes) prior to impact, the reentry vehicle is detected by the rudur in
subroutine UNCERT (for uncertainty). There s a one standurd deviation of 15 seconds on
the detecuon e, After the reentry vehicle s detected, 1ts position and velocity are
neasured by the rudar. Due to radur naccuracies, an inexact reading is obtained for the
vehicie™s sixoparameters (XYL Z0 V0V V) The progrum then computes an impuact
point hased on the measured position and yvelocity which s uncertain. This
computation will vicld an uncertaim impact point. This predicted impact poimnt along with
other relevant datanas then wntten to a file catled INMPEST.DAT which will be used by
another maode] to caleulate predicted wrget damage. A sample of INPEST.DAT 15
contuned in Appendix G. The model then reiterates through the entire process aguin for
cach of the remuning reentry vehicles in ATTACKDATADAT.

The model has several parameters which can be varied. The most important
parameters are those dealing with the accurucy of the radar sinee thut is 4 main interest of
the research. The radar accuracy ts chunged by altening the one stundard deviation values
tor the six parameters associated with the reentry velicle's position and velocity. Another
setof parameters can be changed to yield ditferent missile accuracies. Essentially the same
six parameters are affected but the error due 1o reentry vehicle's fhight s introduced at
ditferent parts of the model than where the rudar uncertainty is inroduced. Radar
mnuccuracy and reentry vehicle tlight perturbation are the only sources of uncertainty which
affect predicted impact points.

Evidence of Validity, A great deal of testing was done to ensure model
validity, It was recognized that bad data at this point would severcly damage the rescarch
progress and overall validity. After extensive testing, the model wus accepted as producing

.

vahid results. There were three arcas of concern which required extensive validation effort.
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Those three areas were that;

1. The model would produce impuct points which converge to the actual intended
target location. As the reentry vehicle gets closer to the earth, the effect of the error
i the radar’s measurement 1s not as pronounced because the distances involved are
much smaller. It would seem reasonable that the predicted miss distance would
become shorter over time because the location and destination of the reentry vehicle
would become more certain over time.

2. The model predicts impact points which are removed {rom the intended impuact
point by a “reasonable™ distance. How realistic are the predicted impact points?

30 Given Uperfect informution™ which would be error-free radar measurement, the
predicted impuct point is consistent with the missile CEP. This checks the cap-
abtlity of the trajectory simulation progrom to correctly “flv™ the warhead to 1ts
target.

Dara will be presented in cach arca of concern to support the asscrtion that the modcl is
valid, The dat presented is for the baseline radar accuracy which is state-of-the-art 1987.
The first area of concern was alleviated with plots of the predicted impact points over
time. Figure 3.1 shows “time to impact” plotted against “latitude.”™ The “x 1™ near the
intersection of the two axes is the intended target’s latitude. As you can see from Figure
3.1, the variation in the predicted impact points decreases as the reentry vehicle gets closer
to impact. Time moves from a higher value to a lower value because time is taken to be
“time before impact.”™ The “closing megaphone™ is indicative of a non-constant decreasing
vanance [29]. The data shown is for one warhead under one attack scenario but it is
mdicative of all of the predicted impact point data. The figure illustrates the intitial variance
15 between 20 to 35 kilometers but as the warhead gets closer the variance decreases to a
few hundred meters until finally it becomes thie weapon's CEP. Once warheads have
started detonating and the attack warning system starts performing damage assessment,
intent will be casier to determine. The problem with waiting untis warheads have detonated
iy that the limited attack could prevent ULS. retaliation espectally if the attack was against
LS. command and control or its militury communications. Figure 3.2 shows similar
resalts. From the data presented. the model appears to be generating valid data with

rezards to the first concern,
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The second area of concen was alleviated through the Turing test. The Turing test 1s
cssentially a validation test where the generated data, interspersed with real data, is given to
an expert . If the expert cannot tell the difference between the generated data and the real
data, then the simulation model which produced the generated data is considered valid [3:
01, A range of miss distances from the predicted impaci points of the model were given
o g missile warning officer who validated them as “consistent” with what the current radar
and missile warning system would produce [30].

The last area of concern was alleviated through a simple test of reusonableness. The
nodel, with perfect radar measurement, was run one hundred times and the impact point
data collected. The wurhead was tracked until it impuacted the ground and the miss distance
from the closest target was measured. Out of one hundred trials, roughly one-half (48) of
the warheads impacted within the missile’s CEP (300 meters). Therefore, the model is
aceepted as producing valid data with respect to testing its ability to “fly™ the reentry vehicle
to the target.

Nuclear Effects Model. The lust model tukes the predicted impact points and
caleulates a level of dumage for every target in the duta base. This model, like TSP, is also
written in FORTRAN. The program 1s called NUCLEAR_EFFECTS and runs on a VAX
11/780. The program was written using algorithms supplicd by Captain Michael
Sabochick of the Nuclear Engincering Department at the Air Force Institute of Technology
(AFIT). A listing of the source code is contained in Appendix I

Purpose. This model reads in the file IMPEST.DA'T which contains the
predicted impact points of all the attacking warheads. The program then takes cach
predicted impact point and caleulates the damage to cach and every target in the target data
base. The damage caleulated mthe model 1s due to two nuclear eftects, blast overpressure
and thermal radiation. The damage due to cach effect is then converted to a probability of

kill, P by using equations 2.1, 2.2, and 2.3. The Pk 1s found for cach effect and then




combined tozether o give un overadl Py for the encounter. [ the Pyots above 0.003 then it
iy written toa file PSTEST.SAS tor further use. This modet essentially measures trom a
damage point of view, how close the warhead is coning to its intended treet. Tralso
<hows the collateral damage o the surrounding turgets. A sampie of the models outputis
conttmed i Appendix D

Data Needed to Support Model, As previously mentioned, the damage
covuiaton moadel NUCLEAR EFFECTS reads in the predicted impact point data as onc of
ts mpuiss Teabso needs the vield of the weepon and the hereht of burst which can be
treated us parameters and changed. There are four sets ol four hardness parameters wnich

can bevaried to chunge the model s resuln. Eoach ol the tour Uelusses has a setof
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Wonhmgron, D.Cos natincluded bocaase e tarzet class s not prosent i the target aread of

The four hardnoss parameters are ON PSS, ONPISKOTTERNISS, and
THERNMISK. OVPISS represents the biast overpressure vaiue betow which the turget s
considered sure-sate. This sure-sade vaiue 18 taken to be a probability of kill of 0.02,

ON PISK iy the blast overpressure value above which the wraet s considered sure-killed.
Toe probabinny of Kl associaed with sure-hailis 00930 THERNMNIS S 15 the thermal

sonavaiue assodiaied with sureesete wand THERNISK is the value tor sure-kill. These
S parameters will be didierent for each warzet class because cach type of target would

t

Pave adiiorentresponse woa given e el of nudlear effects. These parameters i effect

woethe sive of the terpet zones A handened target wiil require the warhead to detonate
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Faidence of Validity, The aluorihims from whicn the damage calzulution

coocichwas wanten have beensdescloped and tesied by the Nuclear Engineering Department
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at AFIT [37]. The results from these algorithms have been validated during two quarters of
nuclear survivability courses from 31 March 1986 to 11 July 1980. An inspection of the
data in Appendix D shows the results to be reasonable.

As the range increases between the target und the impact point, the Py generally
decreases. This inverse relationship generally exists because the nucleur effects diminish as
the reciprocal of Range?. However, this relationship is not an absolute because of a
phenomenon associated with the thermal effects. There is a time lag involved with thermal
ctfects. The maximum thermal radiation value does not occur at the same range as the
maximum blast overpressure value [38]. This explains the apparent anomalies in the duta
when the Py docs not always decrease with the runge. This anomaly 1s small and
insignificant in determuning the overall probability of kill.

Another proof of model validity 1s a comparison of the caleuluted overpressure values
with predicted values. The model results were compared with figures 3.73a, b, and ¢ of
The Etfects of Nuclear Weapons. There was good agreement between caleulated results
from the model and predicted results from the nuclear effects tubles [18]. The model is

accepted as providing valid data.

Overview of Using Model Results to Determine Intent

The volume of data generated by the three previously discussed models are of ittle
value without a methodology to take thut data and from it determine intent.. Chapter 1V will
discuss the development of the methodology to combine the caleulated dwmage with intent
determination. The methodology determines how the estimates of intent are changing over
time as the data becomes more certain.

Figure 3.3 shows cach of the data files which are used and gencraed by the three
maodels previously discussed. As s shown in the figure, the data genoraed by cadh mody)

1s used to drive the next model i sequence unul finally a data e s pocdaocd conamr s
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probability of kill information for eiach target from each warhead at 30 second increments.
This last data file is then used by the methodology to gencerate results for the research

objectives.

REALTGT.DAT
1 (Actual target [ocations)

IMPEST.DAT
(Impact point dala)

ATTACKDATA.DAT
(Produces attack data)

SIMATTACK.SLAM > f TSP.FOR

‘Simulates attack) (Predicts impact ols

PSTEST.SAS
(Prcb of Kiil Data)

CHARATTACK.F
RESULTS ‘—'\Bayesxan Ana[ys|5> NUCLEARﬁEFFECTS

(Estimates Da~ane)

Figure 3.3 Data Ilow

Chapter IV will contain the methodology development, a description of the test
hypotheses and conditions, and the plun for mecting cuch rescarch sub-objective. The
theoretical foundation for the methodology will be presented along with how the data from
the models will be used to generate intent estimates. Each test hypothesis will be stated
along with the conditions of the test to include the expected results, Finally, the chapter
will conclude with a discussion of the experimental design used o support cach of the

research objectives.
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1V.  Methodology

Overvicew

This chapter contains a thorough discussion of the methodology chosen to meet the
research objective. The chapter begins by first reviewing some of the methodologies which
could have been used to solve the intent determination problem. Each methodology will be
examined for its features and evaluated tor its applicability to the problem of interest. The
reasons for eventually rejecting the methodologies not chosen for problem solution will be
discussed. After all non-sclected methodologies have been examined, the chosen
methodology will be introduced. The theoretical basis for sclecting Bayesian analysis as
the methodology for problem solution will be developed. Past uses of Bayesian analysis in
solving problems will be reviewed as support for selecting Buyesian analysis as the
methodology for this rescarch. Then the mechanics of using Bayesian analysis will be
llustrated with a detailed example using some of the generated duta from the research. The
last part of the chapter discusses the test hypotheses and conditions for answering each of

the rescarch objectives as part of the experimental design for conducting the research.

Methodologies Investigated

There were three general methodologies or approaches which were investigated for
their applicability in determining the mtent of a limited nuclear attack. The first two
methodologies wihich will be discussed i this section are the ones which were not chosen
to solve the problem. These generul methodologices or approaches are cluster analysis and
diseriminant analysis. Both of these methodologies will be reviewed for their applicability

and then shown why they were rejected. The methodology which wus chosen, Bayesian
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analysis, will be discussed last. Since Bayesian analysis is the methodology used to solve
the problem of this research it will be examined more thoroughly than the other two
methodologics.

The problem of determining intent from a limited nuclear attack involves pattern
recognition. It is ultimately CINC NORAD's responsibility to “recognize” the type of
attack occurring from the indications being received at the missile warning center. He must
then relay this information to the National Command Authority with as much confidence as
possible. Attack puattern recognition is currently made more difficult because the data is not
presented inan appropriate format and because no attempt is made to decontlict or resolve
the individual warheads onto their intended turgets. The current system simply does not
support attack patern recognition.

Pattern recognition involves two goals. The first goal is “separating distinet sets of
objects™ and the second 1s to "allocate new items to previously defined groups.” [35: 9]
Decontlicting or allocating warhieads to a specific target as their intended target is an
example of the sccond goal. The previously defined groups are the four classes of targets
and the new items are the individual attacking reentry vehicles. The first goal has been
referred to in the literature as “disenimination™ and the sccond as “cluassification.” The
mu'ivariate analysis technique of discriminant analysis 1s used to “discriminate” sets of
objects from one another.  Onc of the available classification techniques is cluster analysis.
For these reasons, cluster analysis and discriminant analysts were investigated as possible
mcthadologies for solving the rescarch problem. Once usually thinks of “discriminating”™
things from one another before an attempt is made to classify new objects. Although the
logical order of discussion would be discriminant analysis before cluster analysis, the order
of discussion will be reversed here since cluster analysis was the first problem solving

methodology attempted during the rescarch.
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Cluster Analysis. “The most commonly used term for the class of procedures
that seek to separate the component data into groups is cluster analysis.” [15: 157] One of
these procedures is the “single linkage or nearest-neighbor method.™ [15: 168) This
method was recommended by Lt. Col. Lawhern as a possible methodology for solving the
research problem {26]. Other possible cluster analysis procedures such as average link and
Ward's Error Sum of Squares method also looked promising.

Features. Nearest-Neighbor and the other methods have as a main feature the
property of grouping things together based on some type of measure between the
prospective objects of a group. In the case of nearest-neighbor the measure i minimum
distance. The method begins by first finding the two objects with the shortest distunce
between them and then grouping the two objects together as the first cluster. At the next
stage, etther a third object joins that cluster because of its proximity to it or two distinct
objects will cluster together to form a second cluster. This process continues until all
objects have joined a single cluster [ 152 168} Distinct clusters can be obtained by selecting
some distance as the stopping point for clustering objects together.

The way this procedure would work for the limited nucleur attuck scenario is that first
all of the targets would form clusters and then the warhead's predicted impact points would
be made to join a cluster bused on the minimum distance enteria. Warheads then would be
considered as having attucked the cluster to which itis a member and therefore the targets in
that cluster would be considered the intended targets. This methodology is feasible given
the data which is currently being generated. Unfortunately, the cluster unalysis approach
tuils to solve the research problem for three reasons.,

Reasons for Rejection. First, cluster analysis assumes no « priori number
of groups. In the problem arca of this rescarch, the number of groups has been
predetermined by the mulitary commund structure. In the geographical area of interest,

there are four defined groups (citysindustrial, other military, strategic military, and C3).
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The problem of attack pattern recognition requires that the warheads be “assigned” to one
of these four target classes. The nearest-neighbor procedure which allows the targets to
naturally” cluster together would certainly not yield only four clusters in an area containing
148 targets. This result would then require some manipulation to make the nearest-
neighbor procedure usetul as a classification tool given the problem environment.

Another reason the cluster analysis method is unsuitable is because the procedure
uses distance as a criteria for grouping. During the carly stages of the research it was
thought that the warheads could be clussified or assigned to a target bused on a minimum
distance criteria. Then it was discovered that the damage that cach target would experience
due to a nearby detonating warhead 1s dependent on distance but that the dependence is noe
the same for all classes of targets. Cities and industrial targets would be dumaged more
than a hardened strategic target if a warhead were to detonate the same distance away from
both targets. Probability of damage could have been used as the "measure” of distance but
this technique would have required a great deal of manipulation. In addition, the other
problems with using cluster analysis as a solution methodology would still exist.

Finally, the last reuson cluster analysis is not appropriate as a solution methodology is
that because of the mix of targets in the area of interest, all the targets in a particular cluster
might not be of the same class. This fuct means that some additional technique would need
to be used to determine which in the cluster of targets was the actual intended target and
target class. This result comes back to the original problem!

Therefore, for the three reasons just discussed, cluster analysis was determined not to
be suited for solving the problem of interest. The nature of determining the intent of a
Jimited nuclear attack is a classification problem of sorts but the fraditional methods of
classification will not work in the problem environment. The next approach which was
attempted as a solution methodology was discriminant analysis. This technique like cluster

analysis comes from the field of multivariate analysis. The next two sections discuss the
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features of discriminant analysis and the reasons for its rejection as the solution
methodology.

Discriminant Analysis. The first goal of pattern recognition is to separate distinct
scts of objects from one another by finding some characteristic of the objects which can be
used to separate them. This goal can be achieved by finding a discriminant function which
does a “good” job at distinguishing between objects in different groups. Discriminant
analysis seemed like a reasonable methodology to employ after the use of cluster analysis
proved fruitless. It was thought that certain parameters of the attacking reentry vehicles
could be identified and then be used to build a discriminant function. This function would

.

then be used to classify each warhead as being “assigned against” a particular target and
consequently a class of targets. The next two sections discuss some specific features of
discriminant analysis and the reasons why this approach, like cluster analysis, failed to be
appropriate for determining the intent of a limited nuclear attack.

Features. By definition, “Discriminant analysis is a statistical technique for
classifying individuals or objects into mutually exclusive and exhaustive groups on the
basis of a set of independent variables.” {15: 360] It works by “deriving linear
combinations of the independent variables that will discriminate between the a priori
defined groups in such a way that the misclassification error rates are minimized [15: 360]
From the definition and the explanation of how discriminant analysis works the method
seemed to be applicable to the rescarch problem. The groups or classes of targets are
defined a priori and cach warhead will be assigned to one and only one group making the
groups mutually exclusive and exhaustive. The measure of effectiveness (MOE) chosen
for the research is the percentage of targets correctly classified. By maximizing this
quantity, the misclassification error rate will be minimized because they are complementay.

Everything thus far seemed to support the use of discriminant analysis as the solution




methodology. Other features of diseriminant analysis will now be discussed with respect
to using this method to solve the rescarch question.

Discriminant analysis can be viewed as a simple “scoring system™ which assigns to
cuch individual or object (in this case the warheads) a score which 1s a weighted average of
the object’s values on the set of independent variables [15: 361]. The complicating factor
in this problem environment is that with multiple groups (in this case four) multiple
discriminant analysis must be used. Muluple discriminant analysis has the same goal as the
two-group discriminant analysts in that a function is desired which will maximize the ratio
of between-groups variance to within-groups variance.

Unfortunately, with more than two groups, a single discriminant function may not be
satisfactory in distinguishing the groups. This factor would then require that up to K- 1
discriminant functions be developed for properly discriminating between the attacking
warheads [15: 394-395]). The result of needing more than one function adds to the
computational complexity of the problem but the methodology could have still been used to
solve the problem. Eventually two reasons surfaced which were responsible for rejecting
discriminant analysis as the solution mcthodology. These reasons are discussed in the next
section.

Reasons for Rejection. There are only three paremeters of the reentry
vehicles which can be measured by the ground-based radar warning systems. These three
parameters are range, azimuth, and clevation. Knowing these three parameters and how
they are changing allows the warhead's position and velocity 1n a 3-axis coordinate system
to be determined. From this information, not only can the position and velocity of each
wiurhead be determined but an estimate can be made of its impact point.

In the carly phases of the research it was thought that the valfues of the warheads in
the six predictor variables (X, Y, Z, V. Vy, V) could be used to build the necessary

discriminant functions. Up to three functions would be possible using the rule that with X
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groups and p predictor variables, min(p, K - 1) discriminant functions exist. These
discriminant functions would then be used to classify new observations (warheads) into a
specitic group (target class). The problem with this approach is that the six predictor
variables essentiully interact to produce a seventh variable which is really the vanable of
interest, miss distance as measured from the predicted impact point to the intended target.

Regardiess of how the problem was viewed, measurement of the warhead position
and velocity became unimportant when miss distance was considered. It is the distance
from the predicted impact point to every potential target in the arca plus a consideration of
the target hardness as specified by the target classes which determines the damage on each
target. The damage on the target is the only real measure of what target is actually intended
by a particular warhead. This point is crucial to the research effort. There is no other
empirical evidence other thuan expected damage that will be available which will specify the
Soviet’s intent with respect to each individual warhead.

Since damage is a function of miss distance but dependent on the target class, using
the six predictor variables as a basis for discriminant functions is inappropriate. The
second reason for rejecting this methodology for problem solution is that there is no reason
to suspect that the targets are clustered by type along any dimension which could be used to
distinguish among the groups. Due to the random nature in which the four classes of
targets are distributed, it would be an impossible task to find a dimension which would
discriminate among the clusses of targets. The within-groups variance is large and the
between-groups variance 1s very small because of the way the targets are distributed in the
target data base. This condition 1s in contrast to the godl of discriminunt analysis which
attempts to maximize the between-group variance to the witnin-group variance. Then, even
if @ dimension could be found which discriminated the targets into their four classes,
attempting to classify the warhead into one of these classes would be very difficult. There

simply would not be enough varution in the distributions of the classes along the
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diseriminunt axes to adequately allow discriminant analysis to “assign™ the warhead to one
of the classes.

Therefore, for the two reasons just discussed, discriminant analysis 1S inappropriate
for distinguishing the warheads from one another and consequently for muking a
classification to a target class. This result means that discriminant analysis is unsuitable for
determining the intent of a limited nuclear attack. However, the findings under this
methodology can be used to identily the uppropriate methodology. The clue to the correct
methodology to use is in the properties of the predicted impact points. The location of a
predicted impact point at one time 1s independcent of the location at some Jater time but there
is “information™ in each predicted impact point. Over time, as the warhead gets closer to
the earth, the variance in the predicted impact points decreases because the accuracy of the
radar predictions improves as the objects get closer to the earth. This improvement in
accuracy 1s due to the fact that since the warhead 1s closer to its impuct point, there is less
time and distance for error to be introduced. This deercasing vanance is illustrated in
Fioures 3.1 and 3.2, This property of the impact points means that over time, the impact
points will tend to center around and eventually converge to the actual turget. By adopting
a methodology that will combine together information from the various impact points, an
estimate can be made about the actual intended target of a particular reentry vehicle, The
methodology which uses prior information to combine with current information to give a
better estimate of the true state of nuture is Bayestan analysis.

Determining Inient Using Bayesian Analysis. By definition, “Bayesian
analysis is concerned with the basic problem of assessing some underlying *state of nature’
that 1s 1 some way uncertain.” [31: [] Buycsian analysis assesses the uncertain state of
nature in 4 very simple way. Consider the situation where there 1s a mutually exclusive and
exhaustive set of events which are possible. Tt is known in advance that one and only one

of these events will occur but which specific one will occur is uncertain. Bayesian analysis




begins by assigning prior probabilities to the likeliness of euch event occurring. Then as
additional information is obtained, these nitial probabilites are updated with the new
information by application of Baves” Theorem. The revised probabilites are known as
pasterior probabilites and have explicitly taken into account the prior information [31: 1-2].

Bayesian analysis could be applied to the research problem in the following way.

The existing set of exclusive and exhaustive outcomes is the proportion of the attack which
is against each of the four target classes in the area of interest. A prior probability could be
assigned to each possible outcome estimating the likeliness that the attack was launched
against that specific class of targets in some certain proportion. These prior probabilites
could be assigned “equally.™ This situation would mean that there is no reason to suspect
that one type of attack (countertoree, countervalue, or decapitation) would be selected by
the Soviets over another. This 1s analogous to saying the Sovicts arbitrarily selected targets
from the target list and Jaunched their attack 0 a random manner.

In contrast, the probubility could be subjectively assigned and weighted towards a set
of classes based on the current world situation and the U.S. leadership’s perception of
Soviet strategy. Then us information 1s received during the attack from sensor readings,
this new information could be combined with the prior probabilitics using Bayes’ Theorem
to generate revised probabilities. This procedure could be repeated each time as new sensor
readings are received. Approximaely every thirty seconds as new impact points are pre-
dicted and new estimates of expected damage are made, an algorithm could generate new
posterior probabilities. With cach cycle through the algorithm, the posterior probabilitics at
time, £ become the prior probabilities for time, ¢ + 1. It is asserted that due to the nature of
the sensor data, it becoming more accurate over time, that the posterior probabilities would
approach as a limit the “true™ proportions of cach target class bemng attacked.

Atevery thirty second increment, cach reentry vehicle ©s assigned as attacking a class

1.2, 3, or 4 target based on the relative damage caused by its predicted impact point. The
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damage to cach target in the entire target buse is caleulated and the turget receiving the most
damage is chosen as the target and consequently the target cluss under attack. It should be
remembered that the damage calculation is not based simply on distance from the predicted
impact point to the target. The other variable affecting dumage expectancy is the hardness
of the target. Itis recognized that choosing the target receiving the most dumage in the area
as the intended target ignores some important considerations. If two targets from two
different target classes are very close together, it is highly likely due to the inaccuracy of the
radar that there will be a higher degree of misclassification thun when the targets are {ar
apart. This matter will be dealt with later in the chapter.

The target class estimates for all of the warheads are combined to give an aggregated
estimate of the number of targets from each class that are under attack. This aggregation of
data is represented in Figure 4.1, The proportion of euach target class being attacked is then
used as an empirical measure to indicate intent. There will be an estimate of these
proportions for each new set of sensor readings and impact point predictions taken over
time. These estimates will be considered to be independent across the observations and
therefore statistics can be used to generate a point estimate of the proportions with
confidence intervals around those point estimates. This procedure will result in a table of
information such as shown in Table 3.1. CINC NORAD can then use this table of
information to draw conclusions about Sovict intent. The inferences he draws from this
table of information will be based on the “patterns™ that he recognizes in the data. This
mformation with his recommendation for appropriate action could be passed to the National
Command Authority as soon as he made his assessments of the situation. This summarizes

the approach of the rescarch methodology.
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proposition [ 240 85210 Tn e research probiem environment the subjective probabilines
woutd be the “degree of bene!™ that the ULSL feadenship pluced on the Soviet intent to attack
cach class of turgets. Formstance, the ULS. could believe beforcehund that the Soviets
mntended to attack city industnal wrgets with 20% of the attuck, general military targets with
107 strategie mulitury wath 157, ard ertical command and control or communications
ooy with 353%0 Por each cluss of targets, aset of prior probubilitics exist for cach
nossible proportion of the attack. For the research scenario of 13 wurheads, there will be a
pror probability for the attack contaming O outof 15, 1T outof 15, 2 outof 15,... all the
way to IS outof I3 warheads atacking a purticular class. Euchr class will be attacked with
acertin portion of the totd wurheads. This unknown number of warheads attacking each
classe Xy can be treated as a rundom variable, Because there are only 15 warheuds, the
observed outcome of X equates to a proportion, 8, which represents the proportion of the
attack which s aspecific target class. The prior belicl information about the likelihood of
the Soviets attucking a specific class of targets with acertain proportion of the attack 1s
known as the prior probability. These prior probabilities will be updated using Baves’
Theorem when observed informuion 1s obtained. The upduted or revised information we

thie posterior probabilities.
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the problem at hand, the “Bayesian question™ would be something Bher Whatis the

intended proportion of the attack thut s against ity industrial turgets given the fact that 3

wiurheads of the attack were observed to be against ¢ity industiiad tarzets and the reman o

12 warheads were assessed as being against the remuining classes of tareets? The neat fow
sections show the step-by-step solution to this question. The solution to the question is
obtained through application of Bayes™ Theorem.

Bayes® Theorem. Mathemutically Bayes™ Theorem [21: 247 is shown in

equation 4.1.

P(6;) P(x.v 8}

I)(Oi:x‘y) = P(X,_\')

[4.1]

In words. Bayes’ Theorem states that: The probability for cach possible proportion of the
attack being against city/industrial targets given that 3 warheads of the attack were
observed to be against city/industrial and the remaining 12 warheads against the other
classes 1s equal to the product of the prior probability for each possible proportion and the
likelthood that the observed value would be obtained given the attack was intended to be
that proportion of city/industrial all divided by the marginal distribution of observing the
sample, x =3 and y = 12, The marginal distribution of the sample is really a normalizing
constant. It is obtained by summing all the joint distributions of the sumple and 6;, where
0; 15 all the possible values of 8 (16 different valucs, 0.000...1.000) {21: 574-575]. The
marginal probability of observing a particular value X can be caleu'ated easily from a table
of conditional probabilitics of X0 provided in Table 4.2. The murginal probability is
found from Table 4.2 by summing the probabilitics in the column corresponding to the
number of warheads assigned against the target class of interest. For this example, the

correct column is under x = 3. [t can be shown mathematically that for any given finite
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sanle size, the Bayesian esumate of the unknown parameter will always be “shaded”
tosvards the prior probability. As the sumple size increasces, the effect of the prior
probubility on the posterior probubility decreases [24: 566, The simplest way to illustrate
the use of Bayes’ Theorem 1s with an example.

Example. The following quantitative example is provided using simulated
data. The prior probabilities in Table 4.1 would be obtained for each class of turgets.
These are the subjective probabilitics which would be assigned by the U.S. leadership.
The example presented is for the proportion of the attack against city/industrial targets. The

calculations for the other three target classes follow the same reusoning,

TABLE 4.1 Puiior Probabilities for City/Industrial
PROPORTION (8) PRIORS

0/15=0.0 0.0018
1715 = 0.0667 0.0018
2/15 =0.1333 0.0018
3/15=0.2 0.0018
4/15 = 0.2667 0.0018
5/15 = 0.3333 0.0018
6/15=0.4 0.05
7/15 = 0.4067 0.15
8/15 = 0.5333 0.40
9/15=0.6 0.15
10/15 = 0.6667 0.05
11/15 =0.7333 0.0018
12/15=0.8 0.0018
13/15 = 0.8667 0.0018
14/15 = 0.9333 0.0018
15/15 = 1.000 0.0018

The likelihood probabilitics are given in Table 4.2. Thewe probabilities are the
likelihood that the observed value would be obtained given a specific state of nature. In
other words, the likelhthoods are the conditional probabilities of obtaining a sample x, given

the state of nature of O/15, 1/15, 2,15, .15/15 warhcuds itended uguinst city/industrial




o tn asaihama o

—

bt 4

tareets. The conditional probubilitics or likelihoods are obtained by treating the process us
a draw with replacement from a sct of possible outcomss where the outcome hus two
possible values, success or fuilure.

For 15 warheuads, there is a probability of obtaining 0, 1, 2, 3,...15 warheads from a
specific target class with the remaining warheads being assigned to one of the other three
classes given a probability of success on a single draw. From a sample of n draws, there
will be x “successes™ and y (calculated by 15 - x) “fatlures.” This process is referred to as
a Bernoulli process because it 1s made up of a sequence of independent Bernoulli trials with
each trial having only two possible outcomes {21: 129]. Cach warhead will either be
assessed as attacking a target in the target cluss of interest (city/industrial in the example) or
assessed as being against a turget from one of the other target clusses. The number of
“successes” will be the number of warheads assessed as attacking the class of interest and
can be represented as a random variable X. The distribution of X has a binomial
distribution [21: 132]. The probability density function for this distribution is presented in

equation 4.2

P(x) = (2) p* (I -p)»* where x=0.1,23,...n (4.2]

The following example shows the calculation for the conditional probubility of the
sensor observing 3 warheads attucking the class of interest given the intended proportion of

the attack is 3out of 15 or 0.2,

P(3) - (135) 23 (1212
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The numbers in the calculations come from equation 4.2 and the following data:

5

=00 xS
1l

Using the same equation, the likelihood probabilities are calculated for all possible
outcomes across all possible proportions and shown in Table 4.2, From reading the table,
one can see that there is 1 .23501 probability that the sensors would observe that 3
cities industrial targets are under attack given that 315 or 0.2 targets from Class 1 were
the intended targets of the uttick.

Whut are the posterior probabiines for cach proportion (9 of the attuck being
against a specific target class ginven that 3 warheads were observed as being against
city ‘industrial targets? From Bayes™ Theorem, the following is caleulated using equation
4.1. The posterior probubility 1s found for each value of 0 by multiplying the prior from
Table 4.1 by the appropriate conditional from Tuble 4.2 und dividing by the marginal of X.

The marginal of X is given s the following:

15
muarginal = z [ix -3y 12.6) Po (0p ] where Pyet) s the prior probubility of
i- 0

0, being the true state of nature.

marginal = (L0018)(0.0) + (.0018)(5.8915 x 10-2)+ (.0018)(.1937)
+ (.0018)(.25301) + (.0018)(.2087) + (.0O1E)(.1299)
+ (L05)(6.339 x 10°7) + (L15)(2.449 x 10°T)
(4037364 X 10°3) « (L15)(1.649 x 10}y
« (L03)(2.537 x 10 + (L0018)(2.32006 x 10-5;
v (0018)(9.542 x 1077 + (L0018)(9.348 x 10)
+(.0018)(2.853 x 10°12) + (.0018)(0.0) = 1.176 x 10-=
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Then

v v — ——r—
P@®-00x3y:12) - % = 0.00
PO = 0667 x=3.y = 12) - (,ommgzﬁ X102 g 174 x 109
P@®=.1333x=3,y=12) = %ﬁﬁ =3.016x 102
PO=2x=3y=-12) = %’I—O—‘—’ -3.894 % 102
P(B=.2667 x=3.y =12) = CODIBN2087) 5 5497x 102

marginl

(.0018)(.1299)

P (6= 3333 x=3,y = 12) = ~=——=—" - 2023 x 102

P(© =

PO =

PO =

P (8~

P© -

P -

P -

o =

P

P -

marginul

(.05)(6.339 x 10-2)
marginul

4 x=3,y=12) = =2.742 x 107!

(15)(2.449x 10°7)
murginal

4667 x=3,y = 12) = =3.178 x 1071

(4017364 x 10°3)

— = 2548 x 1071
muarginal

5333 x=3.y - 12) =

(15)(1.649 x 10-3)

6O x=3 vy = 12) = e = 2.548 x 102
d marginal

(.05)(2.537 x 10-%)

60667 x- 3y - 12) = —
g marginal

=1.0973x 10-3

O018)(2.3206 % 1079

F333 x: 3,y =12 -
’ y ) marginal

=3.613 x 106

(.0018)(9.542 x 10°7)
murginal

8 x=3y - 12y = = 1486 x 107

(L0018)(9.348 x 10-9)

BOOG7i x-3,y = 12) = o = 1456 x 109
‘ marginal

018)(2.833x 10-12 X

9333 x 3y o1y o LOMBICEIXTOTD) sy 1013

marginul

(.0018)(0.0)

| . P Re ~
LO X3y = 12) margmd = 0.00
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The resulting estimate of posterior probabilitics 1s obtained for the duta at time, ¢;,.
This result will be interpreted as meuning that given the expected dumage as measured by
the sensors” predicted impuact point and the damage model, there is a 0.0 probability that the
mtended aitack consisted of no city/industrial targets, .009174 probubility that it consisted
of 1intended city,/industrial target. 03016 that it consisted of 2 citysindustrial targets,
03894 that it consisted of 3 city industrial targets,...0.00 that it consisted of all (15 out of
15) ciysindustrial targets. This resultis an estimate at one point in time. Thirty seconds
later a new estimate will be obtained. Eventually, at 6 minutes prior to impact, a point
estimate can be tound for the proportion of the attack which is aguainst city/industrial
targets.

The point estimate is given by the expected value of the posterior probabilitics. The
expected value is found by mulitplying cach posterior probability times its proportion (6)
and taking the summation over all values of 8. Confidence intervals are constructed around
the expected value by choosing those values of 8 near the expected value such that when
the posterior probabilitics of the 8;s are suramed the result is equal to or greater than the
desired confidence level. The point estimates and confidence intervals for all of the classes
of targets can be calculated and presented as shown in Table 3.1, Some sample output
from the methodology is presented in Tuble 4.3.

The following example shows the calculation of the expected value for the output and

the determination of the confidence iterval,

15
E(pi) - 2 [P(Bix.y) Py ()]

1=0
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E¢pp) - (0.00)(0.00) + (0.001(0.0667) + (0.00)(0.1333) + (0.00)(0.2000)
+ (0.00)(0.2667) + (3.01E-28)(0.3333) + (1.65E-16)(0.4000)
+ (9.21E-9)(0.4667) + (2.08E-3)(0.5333) + (0.459)(0.6000)
+ (0.539)(0.6667) + (1.80E-4)(0.7333) + (5.64E-10)(0.8000)
+ (3.74E-21)(0.8067) + (0.00)(0.9333) + (0.00)(1.000)

Epy) = 0.630

TABLE 4.3 Sumple Posteriors

THE NEW DISTRIBUTION FOR CITY/INDUSTRIAL AT 6 MINUTES

6 Posterior Probability

0.0000000E+00
6.6670001E-02
0.1333300
0.2000000
0.2666700
0.4000000
0.3666700
0.6000000
0.6666700
0.7333300
(0.8000000
0.8666700
0.9333300
1.0G60000

0.0000000E+00
0.0000000L:+00
0.0000000E+00
0.0000000E+00
0.0000000E+00
5.0085753E-28
1.64732811:-16
9.2067349E-09
2.0839391E-03
0.4588318
0.5389044
1.7975054E-04
5.6429178E-10
3.7375663L1-21
0.0000000(:+00
0.0000000L-+00

The confidence interval around this expected value s found by semuming the posterior
probabilitics of the 6; around 0.636 until the desired confidence level 1s reached (0.90 for
this research). For the example presented here, this confidence Tevel is reachied by
summing the posterior probabilitics for 8 = 0.6000 and 0 = 0.60667 found i Table 4.3.
The sum of these two posterior probabilities yiclds 0.9977 which uccounts for most of the
probability for 8. The resulting confidence intervals for all of the target classes are shown

in Table 4.4.
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TABLE 4.4 Expected Value and Contidence Intervals

AT 6 MINUTES PRIOR TO INMPACT THE FOLLOWING TABLE OF
RESULTS EXIST: (90% CONFIDENCE LEVE]

Class Lower Expected Expected Upper
Bound (0) Value (0) Value (X) Bound (9)

1 CITY INDUSTRIAL 0.600 0.636 9 0.667
2 OTHER MILITARY 0.200 0.204 3 0.204
3 STRATEGIC MILITARY  0.007 0.067 ] 0.067
4 CRITICAL CCC 0.132 0.132 2 0133

These estimates will have a very small vartance if the distribation of the targets are
such that there is very tittle misclassification occurring. However, as menuoned carlier, if
wo or more targets are very close together, the technique of choosing the target simply
with the greatest amount of damage as the intended target will intlute the percenved
confidence in the estimate. In other words, the actual probability of misclassifying ¢
warhead may be higher than indicated by the results meaning that the MOE is slightly lower
than the reported value.

Another problem with the estimates of 8 for the four terget classes as presented in
Tuble 44 1s that the values of O are not independent among the four classes. By treating
the process as binomial and measuring the sample as a combimnation of X, the number of
wurheuds attacking targets from the class of mterest and Y all other warheads, the estimates
of 0 end up being slightly higher than they are in reality. This fuct is illustrated by
cxamining the expected values of 8 1n Table 4.4 across the four class of targets. The sum
of the expected values of 615 1.059 which is of course impossible. The expected values of

) should sum to 1.000.




The difference between the results and expected values of U s caused by the
dependence among the values of 8 among the four classes. Actually three of the values of
0 ure independent and the fourth s determined. This problem could be aileviated by
rreating the process as a mulunonmual or by finding the correlation among the values of 0.

In either case the results will not change the expected values by much. In all the runs
attemped (approximately 60), the sum of the values of 0 across the four target classes never
exceeded 1.05. This result implies the dependence among the tour target classes is small.
Even with this slight dependence. the actual expected values of 8 will always be within the
reported confidence intervals and the expected value of X will never change. For these
reasons, refining the caleulation of the expected values of 8 was left as an objective for
future research. However, there are problems with the methodology that do need to be
dealt with i this resewrch effort.

Potential Problems with the Methodology. This possibility of getting a
Braher percentaze of targets correctly classitied than appropriate for the data needs to be
cxamined further. Review for a moment the methodology as proposed. The radar sensors
measure the position of the reentry vebicle with some uncertainty and {rom this measured
position the predicted impact pomnts are calculuted. These impact points are therefore
estimuates of where the warhead will detonute in an arca. The methodology then takes these
predicted impact points and calculates the damage to every target in the arca based on a
nuclear eftects and dumage expectancy model. The estimates of dumage to all of the targets
in the data base are compuared and sorted for the largest value of probability of damage.
The proposed methodology then selects this turget and the associated target class as the
intended target class of the warhead., This procedure is repeated for all fifteen warheads in
the attack. The numbers of warheads “ussigned™ to cach target class are sumimed and used

by the Bayesiun processor portion of the methodology to estimate the proportion of the
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attack which s intended against each target class, On the surface this approach seems
sound but a potentially eritical problem exists with the methodology.

Implicit in the methodology is the assumption that the target receiving the most
damaye is the intended target of the warhead. This assumption then Ieads to the
assumption that the estimated “intended™ target is a member of the “intended” target class.
But consider what might happen if the radar information was inaccurate to the degree that
the predicted impact point fell near a target that was in the arca but was not the intended
target. In other words, the intended target and target class of the warhead was actually

some other target and target class in the area.

Predicted
Impact
Point

2

Figure 4.2 Intended Turget Uncertaimy

Freure 4.2 thustrates the uncertamty which could be present. Thie shaded area represents
the arca of uncertainty due the inaccuracy of the radar. The numerals 1.2, and 3 represent
turgets from those respective target classes. The predicted impact point occurs at the

centroid of the ellipse but inactuality, the warhead could land any where in the shaded area.

Which targetin the arcais the intended target? Inreality it could be uny of the targets with




nearly equal probubility. What would a warheuad predicted to land in un urea such as the
one in Figure 4.2 imply about intent when compared to one lunding in an arca as shown in

4.3?

Predicted
X Impact
Point

3

Figure 4.3 Uncertainty with Implications

In Figure 4.3, the intended wrget would appear to be one of the targets belonging to Class
3 ostrategic military targets. The targets from class 1, ciues, will receive collateral damage
which may be sigmificant but they were probably not the intended targets. The current
deorithm would classify the warhead as being intended for a cluss 1 target in Figure 4.2
and aclass 3 target i Frigure 4.3 but no allowance s made for the possibality that the
intended target in both situations might have been wclass 3 target. This potentially
misleading tormaton is then used by the Bayesiun processor in the methodolgy. Now
consider how Baves™ Theorenis traditonally applied.

Bayes™ Theorem as apphicd m a traditional sense assumes pelect sampling
information. Consider the classical “balls inan urn™ problem. In that problem, an urn is

known to contain a minture of green and red balls and ity also known that the bualls can
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only exist in a finite number of proportions to one another [31: 15[, Tor the suke of
example assume there are {ifty balls total and that there are four possible mixtures, 10 green
and 40 red, 20 green and 30 red, 25 green and 25 red, or 40 green and 10 red. Now
consider how Bayes' Theorem is applied to determine the actual mixture of balls in the urn.
Samples are drawn from the urn and used to update the prior probabilities of each mixture
of balls occurring. If a sumple of five balls are drawn which contuains 4 green balls and 1
red ball, then the resulting probabilities obtained after applying Bayes’ Theorem will be
shifted toward the mixture of 40 green und 10 red balls. This procedure works because
based on the sample, the person estimating the “true™ mixture of balls in the urn feels that
the urn probubly contuins more green balls than red balls. This belief in the mixture of
balls in the urn would become stronger if over ime several sumples were drawn with cach
sample containing more green balls than red ones. In this example, the person sampling
the balls from the urn had total confidence in his sampled information because he could
casily tell it he had drawn a green ball or a red ball from the urn. But what would be the
effecton the results it the color of some of the balls were unknown even after they were
drawn.,

The ettfect of uncertainty in the color of the sumpled balls should be to lower the
contidence in the sampled information und consequently one should not be so willing to
modify prior probabilities about the state of nature being tested. Unfortunately, Bayes’
Theorem as applied in the rescarch problem does not consider the confidence of the
information therefore all information used in the methodology is assumed to be perfectly
known. This assumption of pertect information may leud to erroncous results if the
uncertainty of the radar is too lurge. A method to correct for this condition might be to find
a technique which would maodity the prior probabilities when the confidence in the sampled
fornanon wis high and to not modily or modity very little the priors when the

conlidence m the sampled information was low. This potential problem with using Bayes’
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Theorem as proposed m the solution methodolozy will be explored turther it the
slormuition obtned i the samples is oo uncertain,

This example and discussion of patential problems with using Bayes™ Theorem
concludes the discussion of the theoretical busts for using Buayesian analysis as the solution
methodology. The next seonon will present documented applications of Buyesian anulysis
A simlar environment.

Documentcd Application. A supporting study was found which discusses at
length the use of Bayesun analyvsis and statistics in aiding human information processing
and deciston making. The specitic applicaton was for a threat evaluation system which
diempted 1o pudntuin suryeiliuncee over a ground wrea from which an enemy threat might
ortginate. The system wus called PIP for Probabilistic Information Precessing, Fogure 4.4
prosents a graphic display of the system. The system uses a number of ditferent technical
sonsors and the display from the sensors s presented to g group of probubility estimutors.
Appropriate inputs were made to PP and the aetual data processing consisted of repeated
epphcations of Baves™ Theorem. PIP as is proposed i the methodology for this research.,
also used the outputs of vne set of calcuiations as the prior probabiiities for the neacset of
calculzgons, The conditonad probubilites were calculuted from sensor accuracy in the case
ol PIP whereas in the rescarch methodology proposed they wre the result of sensor
measurement and application of the binomiul disibution. Ta that system, the probability

CALRLALOTS Were people.

4-206




Probability

Interpreters Estimalors
Sonsor Comimander
A | Display Display
-

Sensor Processed .

B P—| Display i Display i H Display —» Output
Sensor

c Display  |—f % Display i

Bayesian Processing [ - Output

Figure 4.4 PIP for Threat Evaluation [16: 70

In the system at NORAD the probability estimators would be a digital computer. The
funciion of the Bayesian processor was to generate distribution functions. These functions
were used by the human decision maker to make a better decision than could be made with
deterministic methods. This conclusion seemed to be the theme of the study, that a better
decision could be made using a system with Bayesian processing than without [16: 68-71].
This study, although slighly out of date, adds validity to the proposed methodology for
solving the problem of determining intent.

A more recent study which documents the applicability for using Bayesian analysis to
solve this type of problem is one being conducted by the U.S. Army Strategic Defense
Command. That study concerns the building of the Attack Asscssment Decision Aid which
has as one of its goals, the assessing of which specific U.S. targets are under attack and
then a characterization of the attack. The decision aid uses input data from sensors with a
high-level Bayesian inference system to determine the high-level attack characteristics [17:

1.2]. This particular decision aid has incorporated artiticial intelligence (the use of a




Bavestan inferencing algorithim) to present the user with a picture of what 1s happening.
The U.S. Army rescarch stops short of processing the radar data and predicted impact
points as furthered by the rescurch presented here.

Future Application. The data which could be displayed as shown in Tuable 3.1
must still be interpreted by CINC NORAD and his advisors. The human clement ultimately
will decide if the U.S. 1s under attack and what class or classes of turgets are the intent of
the attack. The proposed methodology has simply allowed the necessary data for making
those decisions to be putin a format which can more cusily be interpreted. As cited in the
study on PIP, the end result 1s that the decision maker will muke a better determination of
Soviet intent than he can now with little or no intent determination capac.lity.

Bayesian analysis allows the decision maker to influence the outcome by using his
subjective probabilities of what he thinks will happen as prior probabilitics to combine with
conditional probabilities based on observed information. The next section of this chapter
spectties the test hypothie.es and conditions which will be used to mect each sub-objective.

This essentally will be the experimental design for the research.

Faperimentai Design

Since the primary objective of the research is to find the sensor accuracy necessary to
cenerate specified confidence levels of attack estimates, an iterative approach will be used.
The starting conditions of the model will be determined and a sct of data will be obtained
and analyzed. The d-ta will be evaluated for its confidence value level by using the
measure of effectiveness. Then for cach confidence level, the parameters of the modcls
will be varied in a systematic way until the target confidence level is reached. This will be
the general approach used to meet all the sub-objectives which sunport the main research
objective. The next few sections discuss the test hypotheses and conditions associated with

meceting the overall objective and cach sub-objective.
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Test Hypotheses and Conditions. The primary objective of the rescarch is to
investigate radar sensor accuracics to determune if a threshold exists which would give a
73,90, and 98% level of correctly-classified targets in an attack characterization. As
previously mentioned, this objective will be met by conducting experimentation using an
iterative approach. The present level of attack characterization accuracy will be obtained
using current radar systems capabilities. The fevel of attack charactenization accuracy will
be evaluated by using the measure of effectiveness which is the complement of the
classification error rate. The correctly-classifed rate is found by using a confusion mairix
such as the one shown in Table 3.2

The desired correctly-classified levels identified in the sub-objectuses will be met by
improving the radar accuracies and evaluating the results. Tuabie 4.5 prosents the current

radar accuracy of the attack warning and charucterization systent.

TABLE 4.5 Current Radar Accuracics
(one-sigma values)

PARAMETER ACCURACY
X 25.0 meters
Y 25.0 meters
Z 25.0 meters
Vy 15.0 meters/sec
Vy 5.0 meters/see
vV, 15.0 meters/sce

The parameters will be considered to act independently although this might not be
comapletely valid under all situations. Treating the purameters as though they do act
indepently s a simplifying assumption which is also made by personnel at Foreign
Technology Division who use the Trajectory Simulation Program [28]. Also, a consistent
change will be made t¢ each parameter although in actuality, an entire spectrum of values

would exist for cach purameter which would yield the same level of confidence in the attack
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charucterization data. First before doing any parameter varying, the accuracy of the attack
characterization will be determined using “perfect informution™ to determine if the desired
correctly classified levels can be attained. The first change will be S meters in X, Y, and Z
and 3.0 meters. sec for Vy and V. The change in Vg will be 1 meter/sec. This procedure
will be continued until the correctly-classitied level 1s reached or the upper bound on
accuracy is reached, that of having “pertect”™ information.

The next sub-objective is to analyze missile accuracy (CEP) and determine how it
aftects attack characterization. This objective will be met by varying the missile CEPs used
in the trajectory simulation program and the damage expectancy model. The effect if any
on the attack characterization data will be reported with a plot of CEP versus attack
characterization accuracy.

The final sub-objective is to determine the longest time before first warhead
detonation at which attack characterization could be determined at the 98% confidence level.
This objective is tested using the most accurate missile warning system possible. This
situation essentially is testing the system under almost “perfect” information.

Purpose of Objectives. There is a fundamental purpose for each sub-objective
beyond the explicit stated objective. That purpose will be presented in this section for each
of the sub-objectives. The first sub-objective is developing a measure of effectiveness
which 1s used to evaluate the results. Part of the problem in the arca of intent determination
15 recognizing when the Soviet's intent had been determined. Using the correctly classified
rate as the measure of effectiveness is a good empincal method for determining how any
classification routing is performing.

The next sub-objective 1s fundamentally satis{ying the purpose of the research. The
original question posed by Lt. Col. Lawhern was to find the sensor accuracy necessary to

yicld specifed levels of confidence of intent determination. The second sub-objective is to
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find the sensor accuracy needed to enable the missile warning system to provide atiack
characterization at the 73, 90, and 987 confidence levels.

The third sub-objective is o evaluate the effect of CEP on attack characterization.
This objective will give the U.S. decision makers a fecl for the sensitivity of the estimates it
mukes concerning Soviet missile accuracy. The estimate of 300 meters CEP for the SS-18
and SS-19 may be too small or the Sovicts may improve beyond this point. Knowing how
attack characterization would be affected as the result of a change in Soviet CEPs could be
very useful.

Finally, the last sub-objective is to find the longest time before warhead detonation at
which the confidence fevel of the attuck characterization would be extremely accurate. The
purpose of this objective is to determine if a very reliable decision concerning Soviet intent
can be made significantly before the 6 minute point before impact. This result could buy
the US. leaders more decision time. There is a trade-off between waiting longer to get a
better estimate of intent and having less time to make a decision and react once that intent is
determined.

The next chupter will present the results of the experimentation und the analysis of
those results. Each sub-objective will be analyzed closely to determine the full implications
of the rescarch. Scusitivity wnals sis wiil be conducted on key variables. Then the results
and analysis in chapter Vowall tead directly into the conclusions and recommendations of

chapter VL
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V. Findings and Analysis

Overview

This chapter contains all of the findings and results of the experimentation and the
research. The findings and results are analyzed with respect to what was obtained and how
it was obtained. As will be shortly seen, undesirable results were obtained when the radar
dccuracy was set at its most inaccurate level. The experiments with the most inaccurate
radar simulates the current state-of-the-art. When the accuracy of the radar was improved,
the methodology performed as planned. The bottom line result is that Bayesian analysis as
implemented here did not prove to be a robust way of determining the intent of a limited

nuclear attack.

Preliminary Analysis

Before applying the methodology to the experimental design, some preliminary
analysis of the methodology was accomplished. This analysis was done to ensure the
methodology was performing correctly and that the results were consistent with a priori
expectations. The preliminary test cases were a baseline cuse using current state-of-the-art
radar accuracy, a case where the raduar has been improved to a level several times more
accurate than the current level, and the case where there is perfect information available
meaning that all of the uncertainty from the radar has been removed and the only un-
certainty remaining is from missile CEP. The results obtained from applying the
methodology to each of these test cases will be presented and analyzed for significance.

Bascline Case. The bascline case is when the radar accuracy parameters are set at

their current state-of -the-art fevels. These settings are presented in Table 5.1.
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TABLLE 5.1 Current Radar Accuracies
(one-sigma values)

PARAMETER ACCURACY
X 25.0 meters
Y 25.0 meters
Z 25.0 meters
Vy 15.0 meters/sec
Vy 5.0 meters/sec
vV, 15.0 meters/sec

These values of radar accuracy are only approximatte values since the actual values are
classified. The values were obtained through discussions with missile warning experts
[30]. personnel at Foreign Technology Division [28], and from Junes's Weapon Systems
[23]. These values are dependent on the angle between the object being trucked and the
radar site viewing the object. In this sense therefore, the tracking accuracy is dependent on
which radar site is viewing the object [28]. For all of the results presented in this research,

|
the radar site viewing the object will be tuken as the one which minimizes the overall
tracking ervor.

The values in Table 5.1 represent the one-sigma error in the six parameters necessary
to position a reentry vehicle in space and propogate its motion to impact. A Monte Carlo
process was used to add error in the six parameter state vector for each reentry vehicle at 30
second increments. Aflter the noise was added to the state vector, the reentry vehicle's
trajectory was calculated using a trajectory simuldtion program ana an impact point was
obtained.

The simulated attack for the preliminary analysis will be a uniform attack, one which
is not oricnted toward any one particular class of targets. The data for the simulated attack
is contained in Appendix I The character of the attack and the intended targets are

presented in Table 5.2,




TABLE 5.2 Preliminury Results Attack

RV Number Target Target Class
1 McClellan Air Force Base 2
2 Murch AFB, 15th AF, GWEN station 4
3 Los Angeles, California 1
4 Beale Air Force Base, Tanker Wing 3
5 Castle Air Force Base 3
6 Tustin Marine Corps Air Station 2
7 U.S. Naval Air Station North Islund 2
8 Beale AFB, PAVE PAWS rudar, GWEN 4
9 George AFB 2

10 Anaheim, California 1
11 Norton AFB, Ballistic Missile Office 3
12 Cerritos, California 1
13 Glendale, California 1
14 Vallejo, Culifornia 1
15 Davis, Early Warining Radar site 4

This simulated attack was generated using SIMATTACK.Si.AM whose source code
is in Appendix E. Even though a uniform attack was designated, an apparent non-uniform
attack wus obtained. A totudly uniform attack would have consisted of 56.1% class 1
targets, 23.7% class 2 targets, and 10.1% cluss 3 and class 4 turgets. These percentages
are derived from dividing the number of targets of each class by the total number of targets
in the data base (148 wrgets). For example, there are fifteen critical command and control,
or communications targets in the area of interest. A totally uniform attack would be one
which targeted critical command and control, or communications targets with 15/148 or
10.1%2 of the warheads. The remaining warheads would be used to attack the other classes
of targets according to their proportion of the totul population. Given a random attuck, the
expected vatue of targets from each cluss would have been approximately cight class 1,
three class 2, and two class 3 und class 4 wrgets. The nux of the attack obtained from the
simulated attack program consisted of five class 1, four class 2, and three class 3 and class

4 targets. These expected results and realized results are summuarized in Table 5.3.

w
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TABLE 5.3 Simulated Attack Character

Target Expected Obhtained
Class Results Results

1 City/Industrial
Other military
3 Strategic miluary

4 Cnucal CCC

J I

It W 00
[SRRVAIR SN

Since these results were unexpected, a larger sample size of attacking warheads was
generated. When fifty warheads were generated, the obtained results matched very closely
with the expected results. Tris apparent that the unexpected attack mix is caused by the
small sample size. The sample represents only 10% of the available targets. Obtaining the
numbers of targets in cach class 1 not abnormal given the smull sample size. Therefore,
the rescarch proceeded with the simulated attack contained in Table 5.2. Using an attuck
which contuined a different number of intended targets thun one would expect from the
class proportions in the population turned out to be tfortuitous.

Because the attack was different thun one would expect in a random sample, the
answer generated by the methodology under the greatest radar uncertainty exposed a
serious tlaw in the methodology. Tuble 5.4 contains the results obtained from the baseline
radar accuracy. The data was generated using a program written in FORTRAN which
E calculates posterior probabilities using Bayes” Theorem. The results are used to find an
expected value and a confidence interval around 0. the proportion of warheads attucking
cach specitic class. The source code for this program, CHARATTACK.F, is presented in
Appendix I All of the results are caleulated by using the duta taken from first detection
down to 6 minutes prior to impact. Fora given setting of radar parameters, 6 minutes prior

o impact represents the point where the radar should be the most accurate before a decision
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hus to made by CINC NORAD and the NCA. The table presents the expected value ol the
proportion of the attack which 1s intended for cuch turget class. The lower und upper
dound represent the confidence interval around the point estimiite of U, the proportion of

the atack winehs intended aguinst a spectfic target class,

TABLE 5.4 Buseline Case Results

AT 6 NMINUTES PRIOR TO INPACT THE FOLLOWING TABLE OF
RESULTS EXIST: (90% CONTFIDENCE LEVEL)

Cluss Lower Expected Expected Upper
Bound (0)  Value (0)  Value (X) Bound (8)

I CITY INDUSTRIAL 0.600 0.636 9 0.667
2 OTHER NILITARY 0.200 0.204 3 0.267
3 STRATEGIC MILITARY  0.067 0.067 1 0.067
4 CRITICAL CCC 0.0067 0.132 2 0.133

On this surface the results in Table 5.4 appear consistent and desirable because they
converge to a tight interval. But the expected value of X exposes a probiem with the
methodology. Table 5.3 contuins the values for the intended numbers of targets in cach
cliss. The methodology has only correctly predicted 73.3% of the targets. Table 5.3 also
contains the expected value of turgets given a untform attuck against all target classes.
Notice that the obtained results in Table 5.5 agrees very closely with the expected value in
Table 5.3, The meaning of this is that the methodology has converged to the expected
value of each target class under a uniform attack not the number of targets in cach class
which were actually intended in the attack. This resultis very unsettling. Tables 5.54,
5.5b, 5.5¢, and 5.5d illustrate even a bigger problem with thc'mctlmdology. These tables

contain the posterior distributions of O for cach class of targets. Notice where the majority




ot the probability 1s located. Tor cuty ndustnial wrgets, the posterior distributions found in

Tuhle S.50 converee to a tight confidence interval as desired but to the wrong answer.

TABLE

S8.5a Posteriors for Cluss 1,

Baseline Case

TIE NEW DISTRIBUTION FOR CITY/INDUSTRIAL AT 6 MINUTES

0.00000001: - 00
6.66700 ﬂl' 02
0.20000 ()()
0.2666700

I

(0.3333333
0.4000000
0.4666700
0.5333300
0.6000000
0.6666700

0.0000000E+00
0.0000000E +00
0.0000000E+00
0.0000000E+00
0.0000000E+00
5.0085753E-28
1.6473281[-16
9.20673495—09
2.0330891E-03
(7.43\\33 18

(0.5389044

Posterior Probability

0.7333300 1.79750541L-04
0.8000000 S5.6429178E-10
0.8666700 37375663621
0.9333300 0.0000000E+00

1.000000 0.00000001+ 00

Using the methodolay as presented. a decision muker would mcorrectly deterniine
that the attack was intended mostly against aity, industrial targets (9 or 10 turgets attacked).
From the results in Table 5.3, one can see thut this is not the case. With most of the
probability allocated to 0 values of 0.600 and 0.667 the methodology hus produced a
misleading answer. The actual value of 918 0.33333 because the intended attack is five
citv industrial targets out of fifteen attacking warheads. The caleuluted posterior probability
for 0 - 0.33333 found by applying the methodology is 5.0091:-28. This number is
Tubles 5.5b, 5.5¢, und 5.5d for the

extremely low and 1s not at all near the actual value.

other target classes yield the sume misleading results.
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. TABLE 8.3h Posteriors tor Class 2, Bascline Cuase

X

THE NEW DISTRIBUTION FOR OTHER MILITARY AT 6 NINUTES

3] Posterior Probability

0.00000001: - 00
6.6670001E-02
0.1333300
0.2000000
0.2666700
0.4000000
0.4666700
(0.5333300
0.6000000
(0.6666700
0.7333300
0.8000000
0.3666700

1.000000

0.0000000E: 00
8OISSIAE-14
2.7347263E-03
0.9339560
6.3294642E-02
1.4610840L-05
31256414611
7.6542150E-19
1.5856621E-28
(.0000000E- 00
0.6000000E+00
0.0000000E+00
0.0000000E+00
0.0000000E+00
0.0000000E+00
0.0000000E-+ 00

As shown in Tuble 5.5, the methodology has converged to a 8 value of 0.200 which
ssequivalent o 3 warhieads out of 15 being intended for other military targets. From the
dutan Table 5.3, one can see the problem. The actual number of warheads attacking class
2argeis s tours The methodology should have converged to a 8 value of 0.26667.
Fistead, the methodology reports the value of § = 0.266667 as 0.0633. This result would
ead @ decivion maker to assuming that less wurheads had been assigned against class 2
tercets than acteally intended. A decision maker basing ULS. response from this result
cound select un ingppropirate response for the actual intent of the attack.

Anather misleading aspect of the data is the small variance of the probability around
0 020000 Inspecting the data, one would assume that because of the small variance,
there is very hittde uncertainty attached to the observations. As will be explained much more

thoroughly Tater, this assumption 1s not valid.
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TABLIE 5.5¢ Posteriors for Class 3, Baseline Case

THE NEW DISTRIBUTION FOR STRATEGIC MILITARY AT 6 MINUTES

3 Posterior Probability
0.0000000E+00 0.0000000E+00
6.6670001E-02 0.9999997
0.1333300 3.1168523E-07
0.2000000 1.8748579E-15
0.2666700 6.3758692E-25

3333300 1.3035275E-35
0.4000000 0.0000000E+00
0.4666700 0.0000000E+00
0.5333300 0.0000000E+00
0.6000000 0.0000000E+00
0.6666700 0.0000000E+00
0.7333300 0.0000000E+00
0.8000000 0.0000000E+00
0.8666700 0.0000000EL+00
0.9333300 0.0000000E+00
[.000000 0.000000CE+00

For the strategic targets, class 3. the methodology hus converged to a 6 of 0.0667
which corresponds to 1 warhead out of 15 as being intended for the class. Results from
Table 5.3 contradict this result. The attack actually intended three out of the fifteen
wirheuds to be against strategic military targets. The methodology calculates the posterior
probability of 8 = 0.2000 as 1.87E-135 which is essentially zero. Once again, the
methodology has failed to correctly characterize the attack. Finally. as shown in Tuble
5.5d. the methodology also converges to the wronc answer tor Class 4, eritical commund,

control, or communications targets.
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TABLE 5.5d Posteriors for Class 4, Baseline Case

THE NEW DISTRIBUTION FOR
CRITICAL COMMAND, CONTROL, OR COMMUNICATIONS AT 6 MINUTES

0 Posterior Probability
0.0000000E+00 0.0000000E+00
6.6670001E-02 1.4786120E-02
0.1333300 0.9841074
0.2000000 1.1064765E-03
0.2666700 4.4043360E-09
0.3333300 2.5803636E-16
0.4000000 3.1143526E-25
0.4666700 6.4803201E-36
0.5333300 0.0000000E+00
0.6000000 0.0000000E+00
0.6666700 0.0000000E+00
0.7333300 0.0000000E+00
0.8000000 0.0000000E+00
0.8666700 0.0000000E+00
0.9333300 0.0000000E+00
1.000000 0.0000000E+00

As can be observed from the data presented in Tables 5.5a, 5.5b, 5.5¢, and 5.5d, the
methodology has not converged to the correct answer. This result must be examined
further. However, before examining the problem with the methodology under the baseline
case, the results for the other two cases will be presented. It will be seen that when the
radar is improved, the methodology performs as desired and converges to a correct answer
with a high percentage of targets being correctly classified. The be:ter the accuracy of the
radar, the higher percentage of targets that are correctly classified by the methodology.

Improved Radar Case. When the radar is improved to a higer degree of
accuracy, the methodology performs as expected. It was felt at this point that if the
methodology could converge to a correct answer with improved radar data, then the method

was still a valid approach for solving the problem. The radar was improved to a level such

——gp
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that the error inttoduced by the radar was only 20% of the unimproved radar error. The

values for the parameters of the radar are presented in Table 5.6.

TABLE 5.6 Improved Radar Accuracies
(one-sigma values)

PARAMETER A JRACY
X 5.0 meters
Y 5.0 meters
Z 5.0 meters
Vx 3.0 meters/sec
Vy 1.0 meters/sec
Vz 3.0 meters/sec

The results obtained by the methodology when the radar was improved to the levels
shown in Table 5.6 are contained in Table 5.7, It can be seen that the methodology has
produced a reasonable answer given the mix of the attack. The random set of targets which
were drawn from the target data base contains a few targets which are very close to one
another. From Table 5.1, it can be seen that both the tanker wing and the radar site at Beale
Air Force Base are under attack. Also, Tustin Marine Corps Air Station and Anaheim
California are very close to one another. With these particular sets of targets, it will be

difficult for any methodoiogy to properly classify all of the warheads in the attack.

TABLE 5.7 Improved Radar Case Results

AT 6 MINUTES PRIOR TO IMPACT THE FOLLOWING TABLE OF
RESULTS EXIST: (90% CONFIDENCE LEVEL)

3k 5K ke 3k 2k 2k K 3k o 3k ok 3k ok 35 3 3k 3% 5K 3k K 3k 3K Sk XK 3k 3¢ sk ok ok 2k ok 3k 3k 3K 3k i oK 3K 3k 3k K 3R K 3k ok ok 3k Sk ok sk ok kR R
Class Lower Expected Expected Upper
Bound (§) Value () Value (X) Bound (0)

1 CITY INDUSTRIAL 0.400 0.459 7 0.467

2 OTHER MILITARY 0.267 0.272 4 0.333

3 STRATEGIC MILITARY  0.067 0.071 1 0.133

4 CRITICAL CCC 0.200 0.202 3 0.267
5-10




The improved radar has an MOE (% warheads correctly classified) of 0.86667 which
is reasonably good. A closer look at the data reveals that since the actual attack is 5,4,3,3
(intended number of targets for Class 1, Class 2, Class 3, Class 4) that two of the strategic
military targets are probably being misclassifed as city/industrial targets. This condition
would lower the MOE to 86.7% because there are two misclassifications occurring.

A sample of the posterior probabilities for the improved radar is contained in
Appendix K. The data presented in Appendix K is only for 15 minutes prior to impact, 10
minutes prior to impact, 8§ minutes prior to impact, and finally down to the cut-off time, 6
minutes prior to impact. This set of data illustrates how the MOE improves over time and
how the posterior probabilities converge to the correct answer. This data scems to validate
the method as appropriate. The only issue at this point is how the probabilities should be
updated when there is a high degree of uncertainty in the radar data. This issue will be
thoroughly discussed after the remaining preliminary results are presented.

Perfect Radar Information Case. Under this level of experimentation, all of
the uncertainty in attack characterization due to error in the radar has been removed. The
only uncertainty in the location of the impact points is due to missile CEP. As expected,
the methodology performs very well under the perfect information condition. Table 5.8

contains the results for this preliminary analysis.

TABLE 5.8 Perfect Radar Information Results

AT 6 MINUTES PRIOR TO IMPACT THE FOLL.LOWING TABLE OF
RESULTS EXIST: (90% CONFIDENCE LEVEL)
34 3k 2j¢ Sk 3K 35 3k ok ok 3¢ 24 Sfc i ok 5 Sk Ok i 2k ok ok 2k ok 3k 3k K Sk K ok dk K 3K %k K K K 3k ok XK K 3k ¥ XK e 3K K K K % K 4 % %k %k K
Class Lower Expected Expected Upper
Bound (6) Value (6) Value (X) Bound (6)

1 CITY INDUSTRIAL 0.333 0.380 5 0.400

2 OTHER MILITARY 0.267 0.267 4 0.267

3 STRATEGIC MILITARY 0.133 0.133 2 0.133

4 CRITICAL CCC 0.267 0.267 4 0.267
5-11




The methodology correctly classifies 93.3% of the warheads under the perfect radar
information condition. From Table 5.8 it can be seen that the only misclassification is
when one of the warheads which is really a target class 3 warhead is classified as a target
class 4 warhead. The data illustrating the convergence of the posterior probabilities to a 6
value is presented in Appendix L. Once again, the data for several points in time have been
included in the appendix to show how the MOE is improving over time and how the
probability distribution of 8 is converging to the actual value. The next section of this
chapter will explore the reasons why the methodology is not robust enough to handle the
current radar accuracy condition. Alternatives to the way Bayes’ Theorem is applied will
be presented to illustrate the work that needs to be accomplished before a robust

methodology is found which can accurately determine the intent of a limited nuclear attack.

Reasons for Methodology Failure

As discovered during the preliminary analysis, the methodology fails to converge to
the correct answer when there is a large amount of inaccuracy in the radar. The reason for
this failure was previewed in chapter IV. The sampled data which is received by the
Bayesian processor is assumed to be certain. There is no lack of confidence in this data so
itis accepted as the truth and the prior probabilitics are modified accordingly. However, as
discussed in chapter IV, the sampled data is uncertain, it cannot capture the true intended
targets in all circumstances. In assuming the intended target to be the one which receives
the most damage in an area surrounding the detonation of the warkead, many complexitics
are ignored. For instance, consider the two impact areas containing targets as shown in
Figure 5.1. Would one expect the same amount of information from both samples or

would one put more confidence in the arca which only contains one class of targets?
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Figure 5.1 Confidence Dichotomy

The methodology as currently applied would not make a distinction between these
two cases yet there clearly is a difference. A person should not be willing to modify his
priors if the area of uncertainty on the left in Figure 5.1 is obtained and he believes that the
true attack is weighted heavily toward class 3 targets. Actually with a large amount of
uncertainty, a person should be very careful as to how much he modifies the priors. When
little uncertainty exists such as in the case of the impact area on the right in Figure 5.1, then
the priors should be modified by the appropriate amount based on the new information.
What is needed is a technique to capture this desired property. In the next few sections,
three techniques are discussed which could capture the desired characteristics of a good
Bayesian processor.

Using Damage Density Functions. The first of these techniques attempts to
find a method for calculating conditional probabilitics such that the ratio of conditional
probability to marginal probability is ¢lose to one when the confidence in the information is

low and a ratio different than one when the confidence n the information is high. This
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situation would allow the priors to be modified only when appropriate to do so. The

needed situation is really Bayes’ Theorem as depicted in equation 5.1

P(0;) P(x.y|0; o)
P(x,y)

P(Biix.y,01) = [5.1]

where ¢ is a function which represents *he confidence of the information received by the
radar. The function is dependent on time because the information becomes more accurate
over time hence ¢ is subscripted with a r.

Bayes’ Theorem can be thought of as a means for modifying prior probabilitics with a
weighting function dependent on an observed sample. This weighting is simply the
conditional probability of X being observed given a true proportion 0 divided by the

marginal probability of X occurring. Equation 5.2 illustrates this weighting.

PO x,y.0p = P(8)) w; [5.2]

f’(X.Yﬂei_O[)
P(x.y)

where: W =
Several methods were investigated in an attempt to find conditional probabilities that are
close to the marginal probubility when the confidence in the information is low. Having
values of the conditional and marginal probabilities close to cach other would muke their
ratio near unity thus the priors would be modified only slightly. When the confidence in
the information is high, then the rutio of conditional to marginal probabilities should be
significantly different than one so that the priors can be appropriately modified. It proved

to be very difficult to find a method for computing conditional probabilitics which
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displayed the necessury propertics. Part of the problem is that the conditionul probabilities
are not discrete although they have been treated as though they are in the proposed
methodology of this research. Since the conditional probability is a function of ¢ which
umproves over time, there is a continuous range of radar accuracies and impact area
situations that exist. These confounding effects make the solution to the conditional
probabilitics non-trivial.

The probability of observing a saumple X is dependent on both the intended
proportion of the attack, 3, and the circumstances of the impact point. If the observation is
late in the object’s flight when the radar information is better, then the arca where the
warheud could detonate 1s smaller. A smaller arca under normal conditions means that
fewer targets will be considered at risk. This fact means that the information about the
damage cach target is recciving i~ probably a better estimate of reality. Under this
condition, the confidence in the data should be higher therefore, the conditional probability
should significantly influence the prior probabilitics.

If the observation is taken carly upon detection, such as at 900 scconds (15 minutes
prior to impact) then the arca of uncertainty will be quite large. This larger area will most
likely contain more targets with one of them probably being the intended target. In this
situation, the confidence in the estimate of damage to each target is quite low and
consequently the priors should not be modified by any significant amount.

A heuristic technique which might display the necessary properties is to use the
probability density functions for the expected damage of each target in the area of
uncertainty. These density functions of the expected damage are illustrated in Figures 5.2
and 5.3. Tor the specific examples shown, the probability density functions for the
expected damage are plotted parallel to the Jongitudinal axis of the impact areas. Note that

the shape of the density function is different for each class of targets. The reason for this
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difference in shape is that each class of targets has a different response to the same level of
nuclear effects. The height of the damage density functions depend on the likelihood that
the target is the intended target given its position relative to the predicted impact point. A
large total area of the expected damage density function for a target implies that there is a
strong likelihood that the target is the intended target based on its distance and position
relative to the predicted impact point. As the predicted impact point moves away from a
target location, the likelihood that the target is the intended target decreases. This condition
would be reflected by a decrease in the total size of the expected damage density function.
A weighting function might be developed from the relative proportion of the damage
to each class of targets which are contained in the damage area of the warhead. The
damage to each class would be the sum of all the damages, measured by the expected
damage density functions, for each target which is of that specific class. Figure 5.2
illustrates the idea. As shown in Figure 5.2, the relative density of target class 1 would be
higher than the others because there are more targets in the area. Without any better
information, the attack would seem to be against one of the class 1 targets even though a
class 3 target is closest. Even this technique ignores the possibility that the intended target
might really be the class 4 target and the radar has simply because of its inaccuracy, failed
to predict the impact point close to the intended target. Given the situation as shown in
Figure 5.2, the best result might be one which produces a weighting value close to unity

thus not significantly modifying the priors.
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Figure 5.2 Target Expected Damage Density Functions

A different impact area with different targets and locations of targets might produce a
more reliable estimate of the intended target. Consider an impact area as shown in Figure
S.3. In this example, the intended target is probably a class 2 target because most of the
proportion of the expected damage is represented by class 2 targets. In this situation, the
confidence in the information is significantly higher than in Figure 5.2. Therefore it is
appropriate to modify the prior probabilitics by a significant amount,

Even the situation shown in Figure 5.3 does not truly represent the complexity of the
situation. Imagine an impact arca which contains several targets all of the same type near
one end of the impact arca. There is a probability that the intended target lies outside of the

damage area of the warhcad. This situation would exist if the inaccuracy of the radar
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predicted an impact point so far away from the intended target that the intended target did

not receive any damage from the warhead. Few if any methodologies could handle this

situation.

Longitudinal axix of impact area

Probability of
Damage

Predicted
Impact Point

Figure 5.3 More Confident Information

Calculating the density functions of the expected dumage to the targets would

computationally be very difficult. The problem could be discretized by using the

probabilities of damage calculated by the damage expectancy model as a substitute for the

probability density of the expected damage. A table of values for each target in the area

could be constructed with a weighting function being developed based on the relative

amount of probability of damage occurring to cach class of targets. Table 5.9 presents a

5-18




simulated set of data illustrating the procedure. The data simulates the impact area and

damage to targets shown Figure 5.2.

TABLE 5.9 Class Damage for Figure 5.2

Target  Probability Target Class Summary  Proportion
of Damage Class of Damage of Damage
1 .75 1
2 .55 1
3 .60 1
4 45 1 2.35 5875
5 .65 2 .65 1625
6 1.00 3 1.00 .2500

The proportion of the damage to each target class illustrates that there is 3.5 times
more damage to class 1 targets than class 2 targets. Unfortunately, trying to create a
conditional probability out of this data proved to be beyond the scope of this research. The
problem still comes down to trying to resolve the uncertainty in the data when there are a
large number of possible targets in the area. Thc next section of this chapter discusses the
second technique which might prove useful in resolving the uncertainty.

Bayes’ Theorem Again. One of the possible problems with the methodology as
it is applied is that too much data is being aggregated to construct the conditional
probabilities. By considering the warhead as being intended for a specific target in a group
of possible targets based on the largest expected damage, a large amount of data is being
ignored. Instead of treating the warheads as being assigned to a specific class of targets as
a0 -1 outcome, 1 for the class of targets with a target receiving the most damage and 0 for
all other target classes, perhaps each warficad should get a discrete probability for its
likelihood of being each of the four target classes. In other words, given the situation
shown in Figure 5.2, a vector of discrete probabilities could be developed which for this

particular example would look like (.6, .15, .25, .00). This vector of probabilities means
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that there is a .6 chance that the warhead is intended for a class 1 target, .15 probability that
it is intended against a class 2 target, .25 chance that the intended target is from class 3, and
no chance that the intended target is class 4. These vectors of probabilities could then be
used with Bayes’ Theorem to generate posterior probabilities for each warhead being a
specific class. Figure 5.4 shows what these probabilities might look like.

These probabilities would be updated at each point in time as new information was
received for each warhead. The effect of the new information would be to change the
height of the probabilities distributions for each class of targets. Two problems exist with

this technique. First, generating the discrete probabilities would be difficult for the same

1.07T
0.757
0.6
0.57
0.25
0.2571
0.15
| :

0.0 i

Target Target Target Target

Class 1 Class 2 Class 3 Class 4

Figure 5.4 Bayesian Approach by Warhead

reasons as previously discussed. Some way would still have to be found to calculate the
conditional probabilitics and make them dependent on the accuracy of the radar. Second,
once the discrete probabilitics were generated, a technique would have to be developed to
combine the probability distributions for all fifteen warheads in the attack. However, this

technique, if it could be developed, might gencrate some good results.
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Using Bayes' Theorem to update the posterior probability of each warhead being
targeted against a specific target class captures the filtering property desired in the research.
The purpose of using Bayes’ Theorem rather than treating the problem with a traditional
statistical approach is that a method was desired which would use both a decision maker’s
prior perception of the state of an outcome and would filter the results over time so that
random fluctuations in the data would be dampened. Since Bayes’ Theorem is applied to
each warhead instead of the aggregated data, a closer representation of reality might be
obtained. The complexities of the situation might be more easily captured one warhead at a
time instead of aggregating the warheads together.

Heuristic Weights. The final technique which might be developed is to examine
the targets which are being attacked by each warhead and to monitor how the numbers and
types of targets change over time. A table of data could represent how the character of the
attack is changing over time for each warhead. Table 5.10 represents what one of these

tables might look like.

TABLE 5.10 Attack Character for Warhead #1

Time Before Target # (Damage) Target Class

Impact (sec)
900 3(95) 1 15 (05) 1 88 (83) 2
870 3 (79 1 88 (.99) 2 114 (.21) 2
840 3(53)1 15 (08) 1 88 (.90) 2 114 ((17) 2 148 (.09) 4
810 3 (15 1 88 (.97) 2 114 (09) 2 148 (.10) 4
780 88 (.99) 2 114 (.05) 2 148 (.05) 4
600 15 (01) 1 88 (.99) 2

In Table 5.10, even though the initial observation would characterize the warhead as
attacking target #3, a class 1 target, over time a pattern develops that target #88 which is a

class 2 target is probably the intended target. If some way could be found to capture this
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“feeling™ about the character of this particular warhead, then the entire attack might be able
to be characterized in the same manner. The solution would probably involve some sort of
heuristic that would generate a set of weights to be applied to Bayes’ Theorem.

A closer examination of the data in Table 5.10 illustrates the difference between the
currently proposed solution methodology and a methodology based on capturing the
uncestainty in the observed sample. Under the currently proposed methodology, the target
and target class under attack at 900 seconds before impact would be target # 3, a class 1
target because it receives more damage (Py = .95) than any other target close enough to
receive any damage. But as can be observed as the predicted impact point becomes more
accurate, the actual intended target becomes target # 88, a class 2 target. The estimate of
the intended target and target class at 900 seconds would represent a misclassification.
From examining the data, it is obvious that some method is needed which can capture the
uncertainty in the observed sample.

The solution to the problem of describing the uncertainty associated with the sample
can be illustrated by returning to the example used earlier about the urn containing green
and red balls. Under the analogy, if the color of the balls in the saumple which is drawn is
not completely known then current Bayesian analysis does not yield a result. This
condition happens because under traditional applications, the sample is treated as having
discrete states. It either is a red ball or it is a green ball, not a 30% green ball and 70% red
ball. Uncertainty about the color of each ball leads us to having uncertainty about the
sample. There are several samples possible and therefore there 1s a distribution associated
with getting a particular sample.

In this research, the exact outcome of the observation of a particular warhead is really
not known. Classifying it as attucking a class 1 target or a class 2 target ignores too many
of the complexities of the problem. Since each warhead's intended target cannot be
quantified as class 1, 2, 3, or 4, then the observed sample cannot really be measured as 7

warheads attacking class 1 targets, 4 warheads attacking class 2 targets, 1 warhead
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attacking class 3 targets, and 3 warheads attacking class 4 targets. The sample really has
probabilities associated with the number of warheads assessed as attacking a specific target
class. In other words, each of the Xs have a probability distribution associated with them.
Seven warheads attacking class 1 targets cannot in reality be observed. But in principle, a
probability distribution that the real sample has 0, 1, 2, 3,...15 warheads attacking class 1
targets can be constructed.

This constructed distribution is used to weight the sainple information contained in
Table 4.2. That tabel contains “values” of P(6|x) which must be weighted by the
probability that a particular value of x has been observed. Instead of using a single column
of Table 4.2 to update the prior probabilities of 8, several columns will be used with each
column being assigned a specific value of the weighting function.

This technique does not provide a purely straight-forward mathematical treatment of
the problem but it may be the only way to capture the complexities of the problem. When
the accuracy of the radar is such that many targets are in the arca of possible targets, a sim-
ple application of Bayes’ Theorem does not produce a correct estimate of the intent. The
simple application of Bayes’ Theorem ignores too many of the complexities of the problem.
This research has not discovered a way to mathematically represent the essential factors of
the problem. The next sections present the results obtained given the methodology pro-
posed in chapter IV. Some of the experimentation could not be accomplished due to the
inability of the methodology to generate a good estimate of intent when the radar

uncertainty was large.

5-23




e

Y

~vr — -

Results of Sub-objectives

Results obtained through experimentation as part of the research will be presented in
this section for each sub-objective. There were four sub-objectives which when met will
satisfy the overall research objective. Not all of the sub-objectives could be completely ac-
complished due to the inability of the methodology to perform under high radar uncertainty.
The inability to meet the last sub-objective did not adversely affect the results of the re-
search. The failure of the methodology to perform in a high radar uncertainty environment
was made worse by the closeness of the targets which were randomly picked from the tar-
get data base. However, to present a fair evaluation of the methodology, the same attack
scenario was used in most of the analysis. Some sensitivity analysis was conducted using
ditferent attack scenarios. The different attack scenarios were also randomly drawn from
the target data base.

MOE Sub-objective. The first sub-objective was to develop a measure of ef-
fectiveness (MOE) which could be used to evaluate a prospective methodology for deter-
mining the intent of a limited nuclear attack. The measure of effectiveness which was de-
veloped by this research was a “correctly-classified” rate. The idea for this MOE was de-
veloped from the confusion matrix used in multivariate analysis. Typical results of one of
the runs in the experimentation appear in Table 5.11.

This MOE is easy to calculate and easy to display but it does ignore one vital aspect of
the problem. This MOE treats all targets of a class as though they were the same target. If
the methodology determines that the intended target is Beale Air Force Base but the actual
intended target is Castle Air Force Base, then the methodology counts this as a correctly
classified target because they are the same class of targets. The MOE percentage will be

affected only when the misclassification involves a different class.
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TABLE §.11 Sample Results of MOE

Predicted Target Class

Actual Tgt Number 1 2 3 4
Class of warheads

1 5 6 0 0 0

2 4 0 4 0 0

3 3 0 0 1 0

4 3 0\ 0 0 4

Percentage of targets correctly classified = .9333

In defense of this method for calculating a MOE the question can be asked, “Does it
matter which class 3 target they were trying to hit as long as the methodology correctly
determines that a class 3 target is under attack?” Since the data will be reported to CINC
NORAD by class of targets, the misclassification within the class is really irrelevant.
Another point in defense of the MOE is that it represents a much better measurement of the
methodolog’s attempt to classify targets than any other method which was investigated.

The only other approach would have been to keep track of the actual intended target
of each warhead and compare the determined target against the intended target and calculate
a correctly classified percentage from that information. This approach would have been a
little more difficult and probably would not have yielded an MOE value much different than
the one already being obtained through an easier approach. Therefore, the MOE as
developed will be accepted here as the best measure for evaluating the ability of a
methodology to determine the intent of a limited nuclear attack. The MOE is a surrogate
measure for the confidence level of the results. The higher the MOE, the more confidence
should be placed in the estimates of intent generated by the methodology. As seen earlier in
this chapter, an MOE of 75% or below does not yield good estimates of the intent of the

attack.
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Sensor Accuracy Sub-objective. The second sub-objective was to find the
sensor accuracy needed to enable the missile warning system to provide attack
characterization at the 75, 90, and 98% correctly classifed levels. This sub-objective was
met by applying scarch procedures to the problem. The radur parameters were improved
until each correctly classifed level could be met. The scarch began with the current radar
accuracy which is shown in Table 5.1. Ten runs were accomplished at each radar setting to
obtain an average value because each run of the model is not a unique outcome. The final

results are presented in Table 5.12, Table 5.14, Table 5.16, and Table 5.17.

TABLE 5.12 Experimental Runs for 75%
Correctly Classified Level

Run # MOE
] 0.7333

2 0.8000

3 0.8000

4 0.7333

5 0.8000

6 0.7333

7 0.7333

8 0.7333

9 0.7333

10 0.7333
Avg 0.7533

75% Correctly Classifed Level. The results shown in Table 5.12 were
obtained by evaluating the current radar accuracy. These results show that by using the
proposed methodology without any improvements in radar capability, the current attack

warning and characterization system could classify 75% of the warhcads correctly. As

previously discussed, the estimates of the proportions of the attack which were intended for

cach specific class of targets arc very inaccurate at the 75% correctly classifed level. Using

the present day radar accuracy and the methodology as proposed would produce results
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which would not be a very reliable source on which to base a response decision.
However, the results do offer an improvement over what is currently availuble to CINC
NORAD and his advisors. Developing an improved methodology theoretically based on
Bayes' Theorem as discussed in earlier sections of this chapter could significantly improve
the results without an increase in radar accuracy. This possibility encourages further
research in finding or developing an improved methodology.

90% Correctly Classifed Level. In order to obtain a higher correctly-
classifed rate using the proposed methodology, the accuracy of the radar had to be
improved. After a scarch of possible scttings of radar accuruacy parameters, the parameter

values as shown in Table 5.13 were found which yield the desired correctly-classifed level.

TABLE 5.13 Radar Accuracies for 9052 NOE
(one-sigma values)

PARAMETER ACCURACY

X 10.0 meters
Y 10.0 meters
zZ 10.0 meters
Vi 6.0 meters/sec
Vy 2.0 metersisec
vV, 6.0 meters/sec

These radar accuracy levels would yield a correctly classifed rate of 90%. At this
level, the confidence that a decision maker could pliace in the estimate of the proportion of
the attack which is a specific target class would begin to be fuirly reliable. It should be
recognized that the radar parameter values given in Table 5.13 represent only @ guideline
from which to design the radar. The actual values of accuracy could be different for cach
parameter and the same correctly classifed rate could be attained. Some analysis has been
conducted in the past to determine the correlation between the various radar parameters

[28]. Tt might be true that the sume radar accuracy can be attained by only changing the
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value of one or two of the parameters. The analysis of the correlation between the radar
parameters was beyond the scope of this rescarch. The results from the ten runs of the

cxperiment at the accuracy values in Table 5.13 are shown in Tuble 5.14.

TABLE 514 LExperimental Runs for 90
Correetly Classified Level

Run # MOE

1 0.8067

2 (.9333

3 0.9333

4 0.8333

5 0.9333

6 0.9333

7 0.9333

3 0.8667

9 (.9333

10 (.5667
Avg 0.9033

The level of accuracy needed to give a correctly clussifed ruie of 905 1s technically
fcasible. Discussions with Mr. Larry Lillard, a trajectory analy st ut Foreign Technology
Division at Wright-Patterson AFB. revealed that improved radar sy stems are being
developed which do possess the accuracy necessary to meet the specifications of Tuble
S13[28]. The results of this anay is suggest that given mprosed radar accuracy and
using the proposed methodology, a fuirly reliable of Sovict intent could be obtained trom
attack warning and characterization dat.

98% Correctly Classifed Level. Scarching for the radar accuracy
neeessary to yield a 98% correctly classifed level proved to be tmpossible. No amount of
improvement in radar accuracy was found which would yield a4 989 correctly classifed
rate. Table 5.15 presents the values of the radar accuracy parameters which were attempted

first to mecet the desired correcdy classifed rate.




TABLE 5.15 1st Rudar Accuracy Attempted for 98% MOE
(one-sigma values)

PARAMETER A RACY
X 5.0 meters
Y 5.0 meters
Z 5.0 meters
Vx 3.0 meters/scc
Vy 1.0 meters/sec
V; 3.0 meters/sec

TABLE 5.16 Experimental Runs for 985
Correctly Classitied Level, 1st Attempt

Run # MOE
1 0.9333

2 0.9333

3 1.0000

4 0.8333

S 0.9333

6 0.9333

7 0.9333

8 0.9333

9 1.0000

10 0.9333
Avg 0.9366

Since the level of radar accuracy in Table 5.15 did not yield the desired correctly classifed
rate, the radar was improved to the point of having no error in the data introduced as a

result of radar measurement. This situation cquates to the “pertect information™ condition
where the only uncertainty in the data is duc to the missile CEP. The missile CEP was sct
at 300 meters for all of the experimentation under this sub-objective. Table 5.17 presents

the results obtained under perfect information.




TABLE 5.17 Experimental Runs for 98%
Correctly Classitied Level, Perfect Information

Run # MOE

0.9333
0.9333
1.0000
1.0000
0.9333
0.9333
0.9333
0.8667
1.0000
1.0000

OO~V W —
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0.9533
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These results show that due to the complexitics of the problem, that is, some targets
positioned collateral with one another, the desired correctly classifed level of 98% could not
be attauined using the proposed methodology. These results provide the motivation for
continued research in finding a improved methodology which could more accurately
determine the intent of the Sowviet limited nucleuar attack. A high degree of confidence is
necded in intent determination for obvious reasons. The cost of misinterpreting the intent
of the attack could have catastrophic effects on the outcome of a nuclear conflict.

Sensitivity Analysis on Radar Accuracy. The changes in the values of the
MOESs obtained at the different accuracy levels suggest that the percentage of targets
correctly classifed under the methodology is sensitive to the accuracy of the radar. A
sensitivity analysis was conducted by running an experiment at s.x difterent levels of
accuracy. The results of this experimentation are contained in Appendix M. To illustrate
the affect of radar accuracy on the MOE, Figure 5.5 shows the change in the MOE over
time at the six different levels of accuracy. The levels of radar accuracy are defined in

Table 5.18.
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TABLE 5.18 Radar Accuracy Levels
(one-sigma values)

PARAMETER ACCURACY
Level 1 Level 2 Level 3 Level 4 Level 5 Level 6
X meters 25.0 20.0 15.0 10.0 5.0 0.0
Y meters 25.0 20.0 15.0 10.0 5.0 0.0
Z meters 25.0 20.0 15.0 10.0 5.0 0.0
Vx meters/sec 15.0 12.0 9.0 6.0 3.0 0.0
Vy meters/sec 5.0 4.0 3.0 2.0 1.0 0.0
Vz meters/sec 15.0 12.0 9.0 6.0 3.0 0.0

The results of the sensitivity analysis indicates that the percentage of targets correctly
classifed, the MOE, is sensitive to the accuracy of the radar. As the radar improves, the
MOE generally increases. This result substantiates the a priori belief concerning the sensi-
tivity of the MOE to radar accuracy. The significance of this substantiation is that intent
dctermination can be improved through radar accuracy improvements using the meth-

odology as proposed.
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Figure 5.5 Radar Sensitivity
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CEP Sensitivity Sub-objective. This sub-objective analyzed how missile
accuracy affects attack characterization. This sub-objective was accomplished by con-
ducting the experimentation at four levels of missile CEP which are defined in Table 5.19.

The results of the experiment are contained in Appendix N and illustrated in Figure 5.6.

TABLE 5.19 Missile CEP Levels
(meters)

CEP
Level 1 Level 2 Level 3 Level 4

CEP (meters) 900 600 300 0

The results in Figure 5.6 illustrate that the MOE is not significantly sensitive to
missile CEP up to 900 meters. Soviet CEPs have been reported many times since the mid
1970s as being better than 900 meters [14: 164]. By using 900 meters as one of the levels
of the sensitivity analysis, the most severe test conditions have been applied to the
experiment. Level 4 CEP is set at zero meters meaning that the reentry vehicle would
exactly hit its target every time. The interesting result to note here is that even with 0 CEP,
the best intent prediction that can be made is 86.7% using the proposed methodology. This
result illustrates explicitly the problem described in Chapter IV with using the methodology
as proposed without any weighting function applied and given the closencess of some of the
targets. The CEP sensitivity analysis was performed with the radar accuracy at the values

which yield a 90% correctly clussified rate at 300 CLEP for missile accuracy.
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Figure 5.6 CEP Sensitivity Analysis

From Figure 5.6, it can be determined that the percentage of warheads correctly
classifed is not significantly affected by CEP. Under any four of the CEP levels, the
percentage of warheads correctly classifed varies mostly between 73.3% and 86.7%. No
particular setting of CEP, especially the zero error level, shows any particular improvement
over the other settings. The reason for this result is that most of the uncertainty in the
attack warmning and characterization problem is due to the radar measurement errvor not the
missile flight dynamics error. The error at the 6 minute point prior to impact is still a few
thousand meters as a result of the radar ard only a few hundred meters as a result of the
missile CEP.

Time Sensitivity Sub-objective. This sub-objective’s purpose was to
determine if the “optimal” time could be found where the cost of a misclassification was
equal to the cost of waiting for better information. At the point where the two costs are

equal, the total costs due to the two factors is minimized. The essential aspects of this




objective can be represented as in Figure 5.7. The costs due to waiting for better
information increases drastically at the 6 minute point prior to impact because beyond that
time the strategic forces would not be able respond before they were in jeopardy of

destruction from the enemy’s weapons.

Cost

Cost ot Waiting

Time

Figure 5.7 Time Sensitivity Analysis

Unfortunately this sub-objective could not be accomplished due to the inability of the
methodology to correctly classify warheads at the 98% level which was the stated level of
performance in the objective. Another important reason for not being able to obtain this
sub-objective is that there is too much still unknown about capturing the uncertainty
associated with the predicted impact points. Before reliable misclassification cost functions
could be constructed as shown in Figure 5.7, a much better understanding of the
uncertainties of the problem and how to quantify those uncertaintics would have be be

achieved.
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This result means that, given the proposed methodology, no time before the 6 minute
point was found where a decision could be made that met the 98% correctly-classificd
warheads criteria. This arca again is one which is available for future research. Givena
better methodology for capturing the complexities of the problem, the cost of waiting for
more reliable information could be found and compared to the cost of misclassifying the
warheads. The optimal time for making the decision concerning the Soviet intent could
thus be found by using a better methodology which resoloves more of the uncertainty in the
problem.

Attack Scenario Sensitivity. The final sensitivity analysis conducted was to
vary the types of attack and determine the effect on the percentage of targcets correctly
classified. The sensitivity analysis was performed by choosing four different attack
scenarios. In each of the four scenarios, a different target class was exclusively attacked.
This meant that since there are only 15 targets in each of the third and fourth classes, every
target in those classes were attacked. The percentages of warheads correctly classifed

under each of the attack scenarios are presented in Table 5.20.

TABLE 5.20 Attack Scenarios

Type of Attack
Class 1 Cluss 2 Class 3 Class 4

MOL(at 360 scc) 1.0000 1.0000  0.4667 0.7333

The results in Table 5.20 indicate that if the attack 1s either all city/industrial targets or
all conventional military targets then the proposed methodology performs quite well in
determining intent. However, the intent determination becomes uncertain when the attack
is purely strategic targets or command and control or communications targets. The reason
for this result might be that class 1 and class 2 contain targets which are soft in comparison

to the other two target classes. When there are many targets in the area, the soft targets are




easily killed and the methodology detects this condition rather easily. Wien the targets are

hard, the warhead has to land much closer to the intended target to record the same level of
damage. If the radar accuracy is poor, then there is a much higher probability that the
predicted impact point will be near a soft target, since there are more of them, than one of
the harder targets.

The worst results occurred when the attack was against class 3 targets. These targets
have the most hardness thus supporting the hypothesis that the harder tarzets will be
misclassified more often than the softer targets. When a misclassification did occur,
especially for the class 3 targets, the target class most often incorrectly chosen as the
intended target was a target from class 1. These results substantiate the cluim that the
proposed methodology performs well enough when the uncertainty is low but when the
uncertainty is high either due to radar inaccuracy or closeness of targets, the methodology
fails to perform at an adequate level.

Summary

This chapter has presented the results of the experimentation and the analysis of those
results. Even though some of the experimentation could not be conducted due to the
inadequacy of the proposed methodology, the overall research objective was obtained. A
great deal of information was gained about the intent determination problem.
Unfortunately, the methodology developed was not robust when there was a large amount
of radar inaccuracy such as present in current systems. When the radar accuracy is
improved, the methodology performs adequately. Much more research is required to find a
usable methodology which can perform at desired levels given current state-of-the-art radar
systems. Some of the alternative methodologies presented in tne this chapter offer a good

place to start that rescarch.
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VI. Conclusions and Recommendations

Overview

This chapter contains the conclusions derived from the results of the research effort
and some recommendations based on that rescarch. Each sub-objective will be revisited to
extract the important lessons learned while conducting the experimentation. Then the
research will be evaluated to determine how well it met the desired outcomes identified in
chapter 1. The chapter will finish with reccommendations for future research.

Overall, the research showed that a methodology could be developed which would
aid a decision maker such as CINC NORAD and his advisors in determining the intent of a
limited nuclear attack. Unfortunately, the methodology did not prove to be robust when the
accuracy of the radar is poor. The methodology that was developed was to use Bayes’
Theorem to update the beliefs that a certain proportion of an attack was intended for each
specific target class. These beliefs or posterior probabilitics were reported at thirty second
increments with the most importance report being the one at 6 minutes prior to the
warheads detonating. The 6 minute time limit is used because that is the minimum amount
of time for the U.S. to make a response to the nuclear attack.
Conclusions

The next few sections recap the results found under each tub-objective and then
analyze those results to draw conclusions. Some of the conclusions substantiate a priori
beliefs about some of the factors which affect the determination of intent. After the sub-
objective results and conclusions are presented, the research will be evaluated in terms of

how well it met the desired outcomes identified in chapter .
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MOQE. The measure of eftectiveness developed to evaluate the methodology for
determining the intent of a limited nuclear attack performed adequately under most
conditions. The measure of effectiveness used was the percentage of warheads that were
correctly classifed according to intended target class. When the accuracy of the radar is
poor, the methodology converges to wrong answers for the estimates of the proportion of
the attack which is against each target class. This resultis bad because it means that under
the current state-of-the-art radar technology. the methodology would not give a very
reliable estimate as to the intent of the Sovict attack. The solution to the problem of
providing reliable intent determination givei today's radar accuracies is to develop or refine
the proposed mecthodology such that it 1s robust under the poorer radar accuracies.
Suggested methods for achieving this improvement will be presented in the
“recommendations for tuture research”™ section of this chapter.

Another way the proposed methodology, Bayesian analysis docs not perform as
desired is that when the radar accuracy is poor, the measure of effectiveness intlates the
percentage of warheads correctly classified because it fuils to detect a misclassification
when targets from the same target class are involved. This fallacy of the measure of
cffectiveness was ignored during the research because the stated goal of the research was to
determine intent of the limited nuclear attack by estimating what proportion of an attack was
targeted against each target class. Misclassifications involving targe:s from the same target
class were irrelevant given the objective of the rescarch. However, o more realistic and
useful measure of effectiveness would have been one that accounted for the
misclassifications within target classes. With these facts in mind, the measure of
effectiveness, which was the percentage of warheads correctly classifed according to the
target class they were aimed at, met all the rescarch requirements.

Radar Accuracy. The ability of the methodology to estimate the proportion of the

attack which is against a particular target class was sensitive to the radar accuracy and did

6-2




not perform well when the radar was very inaccurate. The current stute-of-the-art radar
accuracy equated to the poorest level of radar accuracy evaluated. The methodology
correctly predicted the intended target class only 75% of the time under current radar
accuracy. This result is significant because it illustrates the fact that the current attack
warning and characterization system could not give a reliable estimate of Soviet intent when
the attack is imited and the targets at risk are in a target rich envirnoment.  However even
when the radar accuracy is poor, the methodology does provide u better estimate of Soviet
intent than the current method of attack characterization. The results of the rescarch
therefore do offer an improvement over the way attack characterization and intent
determination is done now.

Values of the radar parameters were found which would correctly clussity the
warheads in a limited nuclear attack 75, 90, 93, and 957¢ of the ume. Unfortunately the
desired goal of 98% correctly classifed rate could not be met under any conditions. This
result ustrates the difficulty in deconflicting the warheads to determine which target was
really the intended one when the uncertainty is high due to the ¢loseness of the targets.

CEP Accuracy. Sensitivity analysis was conducted on the CEPs of the Soviet
missiles used in the attack. The attacking missiles were an SS-18 und an S§-19. The CEP
was varied from 900 down to O meters. The results show thut changing the CEP does not
significantly affect the ability of the methodology to correctly predict the intended targets.
The significance of this finding means that the estimates of Sovier CEP that the U.S. 18
currently using (300 meters for §S-18 and 8S-19) is more thun adequate for determining
the intended targets of the attack. The finding also indicates that the U.S. esumate of
Soviet CEPs can be in error without adversely affecting the determination of intent. The
reasons for this finding is that most of the uncertainty involved in the intent determination

problem is due to the radar inaccuracy and the positioning of the targets.
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Time Sensitivity Analysis. This purt ot the rescarch could not be conducted due
to no radar accuracy being available which could yvield the necessary 98€E correctly
classified rate as stated in the sub-objective. Another important reason for being unable o
accomplish this sub-objective in addition to the radar accuracy problems was that much
more work is needed in the arci of accurately retlecting the uncertainty in the radar
estimates of the impact points. This uncertainty needs to be captured betore
misclassification cost functions could be constructed.  An extremely high correctly
classited rate was designated because the purpose of the sub-objective wis to determine if a
time existed before 6 minutes prior to impact where an extremely accurate estimate of the
Sovietintent could be determined. The discovery of such a time would huve given the
U.S. decision makers. CINC NORAD and the NCA. more time to make the appropriate
response decistons.

Aftack Scenario Sensitivity Analysis, The attack scenarios were varied in the
research to test the effect of having un attack which was a pure strateey tall warheads
intended for one specific class). The results of this analvais showed that when the targess
are soft such as a city industrial target or a conventional mulitary target, the methodology
performs extremely well in determining the intent of the attack. When the targets are
hardened. the methodology performance is inadequate. When harder targets such as o
strategic military target is intended, the misclassification that usually oceurs is that the
nearest soft target gets chosen as the intended target. This resultcimplies that i addition to
a werghting function to account for radar maccuracy. a weighting functnon should be
considered which accounts for the added uncertainty duce o the partcular min of targets in
the impact area of the warhead. It there are several soft targets surroundimg a tew harder
targets, the methodology needs to be capable of detecting the mientat the harder targets are

the intended targets.

64




This wetehting tunction would have the property of beimg close to one when the nox
of the targets was such that there are three or four different target classes represented in the
impact arca. This condition would ereate the greatest uncertainty in the dati beciause of all
the ditticulties in really determining which turget class was under attack. Wien there are
only one or two different target classes represented. then the weighting function should be
different than one thus allowing the prior probabilitics to be chunged by a significunt
amount. This weighting function could help improve the estinte of intent by reducing the

number of misclassifications.

Desired Outcomes

The next few sections evaluate the rescarch agwinstthe set ol desired outcomes which
were presented in chapter L Some of these desired outcomes were met, others were not. 1t
proved to be very useful to generate some desired outcomes i wdditon o explicit sub-
ohjectives because some of the sub-objectives could notbe nict but the rescarch could sull
b evaluated with respect o all of the desired outcomes. This approach allowed the
henetns of the rescarch to be measured uvine some heurnstes e additon o gang hard
cmpirtcal measures,

\ttack Characterization. The Crstdesired outcome of the research was that a
methodology would be tound or developed which could take the recenved sensor data of the
dttack warning and assessment system and Ceorrecthy 7 chuaractenize the attack. This
characterizaton nvolved finding the proporton ot the attack whicn s nended for cach of
the five classes of targets (citvindustrial, other military. strategie mihitars. C3and
Washington, D.CL). The rescarch as conducted did meet this desired outcome. The
Busestan analysis methodology along with the dantage evpectanes model does “correctls 7

charactenize the attack i the radinr s not too maccurate When there s o b se amount of
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radar imaccuracy, the methodology fails butitsutl ofters wumproved method of determinme:
mtentover the way s currently done which is not at all or very Tittle using only hearistios

Determine Confidence Intervals, The second desired outcome was onee the
attaek had been characterized. that esumuates could be niade of the confidence intersals
assoctated with the proportions of cach target class under attack. These contidence
mtervals of proportions would help CINC NORAD m formulatinge his assessment of the
attack. The rescarch used a umque techmque for constructing the conlidence intervals
around the estimates of the proportions of the attack which were mtended tor cach target
class. Using the output of the posterior probability distribution, the probability density wus
summed over the values of 8 starting around with the values of 8 around the point estimute
unnl the desired confidence fevel wus met. A contidence Tevel of 90 wus used during the
rescarch. This technique proved very usetu! i adequately Dlusirating the true variabilits of
the estimuate of 8. the proportion of the attack aganst cach specitic target class,

Sensor Accuracy. The nextdesired outconie was that the fevel of sensor accurdes
could be found which would improve the aitack characierization to the pomnt thut CINC
NORAD would be U870 sure whut v pe ot atiack was aking place on the North American
contient . Ttwas recognized that the research might show that no amount ot mprovement
osensor gecurdey s capable of delivering this contidence Tevel. Other levels of confidence
such as 787 and Y07 were also be examined. The resualts of the research did find v alues
of radir accuracy for the 757% und 907 correctly classitied levels but no level of radar
accuracy could deliver the 987 correctlv-classifed rate. This result was caused by the
mability of the proposed methodology to correctly classity the warheads when the targets
the impact area were close to one another. Note that the radur inaccurnicy was not a tactor
1 the experimentation for the 98%¢ correctiv-clussilied rate because it was set to the “perfed:

mtormaton” setting which wias zero error mtroduced as a recult of radar measurement.
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Understanding Attack Assessment System. The tourth desired outcome was
it clearer understanding of the attack assessment system could be gained by
mvestigating all of the tactors which atfect trget charactenzation. This investigation wus
accomplished by performing sensitivity analysis on the major factors in the attack
assessment svstem. These major factors are the accuraey of the missiies. the accuraey of
the radar, the distribution of the wrgets, and the actual nature of the uttack. The research
shows that attack characterizatnon and mtent determination is sensinve to the aocuracy of the
raduar the distribution of the targers, and the tvpe of attack occurmne

Dealing with Uncertainty. Fina'lyv the Tast desired outcome waes that through the
research better understandimg could be gaimed concernimyg how mients determined when
there s o Large amount of uncertamty involved. This arcans the Trgest contnbution of the
research o Severdal discoveries were made about the compleniny of trvmg to aseertain mtent
when there s a hree amount of uncertainty iverved. The probiem s made worse by the
L at e uncertamty s caetised by several factors. There s wncertanty due o radar
maccurady s msstie maecurdey. target distribution and closeness.and the hardness of the
waraens whichas dependent on therr target class. These complexities caused the simple
Bovesian analy sis methodology proposed as a method for dewermining intent to be
mudequate Treating the sample as aset of four observations from binomial distributions
renored too many of the complexitios and interactions of the underlyving factorsin the
problem. The two outcomes under the binomial treatment were that the warhead either was
Artackhma the particalar tarzet class of interest or that 1t was attacking one of the other target
Classess This approach also renored the mteractions in the sample among the four target
lasses The numbers of warheads obsersed us attacking cacr o1 the four target cliasses e
not il mdependent. The “recommendations tor future research™ section of thas chapter will
cypound on some of the discovenes made i the arca of understunding how uncertamn

Jlects imtent determumation
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Recommendations for Fature Rescarch

Th oare several problem areas which were found during the rescarch which were
not adequately addressed. These problems constitute topics for future research. Many
discoveries were made during this rescarch but few answers were obtained. The problem
of intent determination in the presence of uncertainty is a much more complicated problem
than originally anticipated.

Weighting Function. The first of these areas is finding @ weighting function
which can be used to modity the Bavesian algontim used o update prior probabihitics.
The werghtuing tuncnon would have the properiy of hemg ¢lose 1o unity when the varance
i the radar information s el and different than umty when the vanuance 1s low. This
property of the werghinmg tuncton s desirabie because the vartance of the radar information
changes throughout the mtent deternination process. The iformation being used to update
e prior probabihities becomes more reiabie over tme. A decsion maker needs the feature
of moditvng his prior probalines when confidence i the new information s high and not
s ivine or maodtiving very hitte s prces when contidence i the imformanon is low,
Seseran ditterent approaches were identhicd tor ereating this werchung funcuon but no
oartcnar technngue seemed o huve anadvantage over e others, In addiion, there are
coonehiy several other tedangues for ereating g werghting functuon which were noteven
ackdressed

Cost of Additional Information. Another area ripe for research s tinding the
pomt when the benehit ot watmyg tor wddittonal informution which s more accurate is
outwerghed by the cost ot watimg longer to muake the intent determmanon decimion. Given
£hetter algonthm for detcrmimng mtent there probablv exists a pomnt before the 6 minute
nomt prior toampact where the estinuites of intent are no longer changing by w signiticant

amount. This pointin time where the added benefit is offser by the additonal cost would
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be the optimal time for making a deciston us to Sovict intent. Waiting longer would not
sam any more understanding 1t would only give crews less time to respond to the threat.
Determination of Intent. The tinal arca of rescarch which could be pursued is
how to take the empirical estimate of intent as idenufied in this rescarch and combine that
with the non-empirical information which would be available for determining intent. There
are other factors such as the world situation, previous mihtary activity, intethgence
informauon, and national policy which would atfect the overall determination ot Soviet
intent in a nuclear contlict. This research has attempted o find a very crucial picce of data
in the overall problem of determining the intent of a himited nuclear attack, It was felt at the
beginning of the research that if an empirical estimite could be made of the proportion of
the attack which 1s against each target class, then the overall intent determination process
would be much easier. This goal was not fully realized but there is hope that future
research will provide that rehiable empirical estimate of intent. Then a methodology such as
artificial intelligence embedded in a decision support system could be developed which
would combine all of these aspects of intent determination 1o provide u decision muker with

a good estimate of Soviet intent in a limited nuclear attack.
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Appendix A Actual Target Base

TGT TGT TGT
LAT LON NAME
37.45 -122.1357 ALAMEDA
341413 -118.055 ALHAMBRA
33.2015 -117.5601 ANAHEIM
383145 -121.2225 ARDEN
35.2013 -119.0436 BAKERSFIELD
341736 -117.5535 BALDWIN PARK
33.5419  -118.0458 BELLFLOWER
37.5608 -122.1627 BERKELEY
33.5333 -117.5714 BUENA PARK
341217 -118.2108 BURBANK
33.4954 -118.1619 CARSON
3135436 -118.0339 CERRITQS
32.3255 -117.015 CHULA VISTA
335329 -118.1447 COMPTON
38.0242  -122.0242 CONCORD
331119 -117.5856 COSTA MESA
373912 122312 DALY CiTY
335804 -1138.0722 DOWNEY
34.074 -118.0735 E. LOS ANGELES
32,5027  -116.5101 EL CAJON
34.1633  -118.0018 EL MONTE
38.1501 -122.0219 FAIRFIELD
33.392 -117.5527 FOUNTAIN VALLEY
373915 -122.0011 FREMONT
364715 -119.4706 FRESNO
33.5218 -117.5842 FULLERTON
334809  -117.5614 GARDEN GROVE
340834 -118.1132 GLENDALE
33.5537  -118.1932 HAWTHORNE
37.3837  -122.0604 HAYWARD
334059 -118.0023 HUNTINGTON BEACH
340015 -118.2151 INGLEWOOD
33.093s  -117.4217 IRVINE
323711 -116.5639 LA MESA
33.4907 -118.0432 LAKEWOQD
33.4531 -118.15 LONG BEACH
340149 -118.3321 LOS ANGELES
37.3841 -120.5847 MODESTO
340756 -118.0419 MONTEBELLO
341009 -118.0458 MONTEREY PARK
381812 -122.1738 NAPA
323727 -117.5734 NATIONAL CITY
33.0605  -117.5709 NEWPORT BEACH
33.5845 -118.0519 NORWALK
37.4336  -122.1324 OAKLAND
331306 -117.2106 OCEANSIDE
340324 -117.363 ONTARIO
332512 -1174712 ORANGE
A-1
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3412060 -119.1224
372728 -122.1045
341927 -118.0603
340442 1174712
34.0829  -117.2853
33.4907 -118.2729
373114 -122.1633
38.024 -122.2202
33.5706  -117.263
38.2441 -121.3132
36.4533  -1214711
340736 -117.1629
32.44 -117.1112
373712 12222
37.2142 0 -121.5536
374136 -122.1224
37.3936 -122.2543
33.1541 -117.5556
342549 -119.495
340634 -118.3636
38.3032  -122.483
341929 -118.5418
335843 -118.1205
37.5342  -121.1424
341149 -118.5213
33.4828  -118.2001
341259 -117.371
38.0631 -122.1518
341622 -119.1644
36.2134  -119.193)
37.5844 -122.0456
34.0601 -117.5818
334452 117572
34.042 -117.572
32.421 -114.3741
37.4724 122193
331748 -117.2148
354118 -117.4124
36.3125  -117.3543
32.3901 -117.0813
345922 -117.5138
345418 -117.53
33.1027  -117.4256
35.3247 -116.0746
33.4231 -118.1731
36.4232 -121.4407
343518 -117.23
36.0005 -121.1309

36.2 -119.5706
334724 -118.03
38.4 -121.2354

32,5212 -117.0836
324942 -115.4012
37.5033  -122.1825
343811 -118.0439
3234 -117.0642
38.2538  -121.231

OXNARD

PALO ALTO

PASADENA

POMONA

RANCHO CUCAMONGA (CUCAMONGA)
REDONDO BEACH

REDWOQOD CITY

RICHMOND

RIVERSIDE

SACREMENTO

SALINAS

SAN BERNARDINQ

SAN DIEGO

SAN FRANCISCO

SAN JOSE

SAN LEANDRO

SAN MATEO

SANTA ANNA

SANTA BARBARA

SANTA MONICA

SANTA ROSA

SIMI VALLEY

SOUTH GATE

STOCKTON

THOUSAND OAKS

TORRANCE

UPLAND

VALLEJO

VENTURA

VISALIA

WALNUT CREEK

WEST COVINA

WESTMINSTER

WHITTIER

YUMA

ALAMEDA NAVAL AIR STATION

CAMP PENDLETON MARINE CORPS BASE
CHINA LAKE NAVAL WEAPONS CENTER #1
CHINA LAKE NAVAL WEAPONS CENTER &2
CORONADO NAVAL AMPHIBIOUS BASE
EDWARDS AF AUX NORTH BASE
EDWARDS AFB

EL TORO MARINE CORPS AIR STATION
FT.IRWIN MILITARY RESERVATION

FT. MACARTHUR MILITARY RESERVATION
FT. ORD MILITARY RESERVATION
GEORGE AFB

HUNTER LIGGETT MILITARY RESERVATION
LEMOORE NAVAL AIR STATION

LOS ALAMITOS NAVAL AIR STATION
McCLELLAN AFB

MIRAMAR NAVAL AIR STATION

NAVAL AIR FACILITY

OAKLAND ARMY BASE

PALMDALE PRODUCTION FLT/TEST INSTLN
REAM FIELD NAVAL AUX AIR STATION
SACREMENTO ARMY DEPOT
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106
107
108
109
110
111

110
117
118
119
120
121
122
i23
124
125
126
127
12

129
130

135
136
137
138
139
140
141
142
143
144
145
146
147
148
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38.154
334219
34.0844
32.46
3242
36.3955
334116
37.4914
32.4431
34.0621
33.1546
32.384
33.05832
39.0812
37.2248
37.5505
324246
33.3852
335248
38.3324
34.0542
37.5122
38.033
324212
324128
33.4257
38.0715
34.4348
39.0559
35.4851
324712
38.2933
38.2601
34.5648
32,3359
33.5429
33.5804
37.2454
36.4852
34.072
37.5026
37.2406
32,3428

-121.553
-117.4929
-115.5625
-117.1023
-117.1242
-121.5113
-118.1622
-122.1942
-117.1502
-117.4219
-118.0017
-114.3523
-114.2522
-121.2642
-120.34
-122.0341
-117.1117
-118.1389
-117.183
-121.1748
-117.14
-122.241
-122.2747
-117.1304
-117.0858
-118.0352
-122.1238
-120.3436
-121.2502
-120.4409
-117.0256
-121.4101
-121.4841
-117.2016
-117.0615
-117.1408
-117.208
-122.0248
-119.4744
-119.0636
-121.1609
-122.0457
-116.5838

TRAVIS AFB

TUSTIN MARINE CORPS AIR STATION
TWENTYNINE PALMS MARINE CORPS BASE
US MARINE CORPS RECRUIT DEPOT

US NAVAL AIR STATION NORTH ISLAND

US NAVAL POST GRADUATE SCHOOL

US NAVAL RESERVE (LA)

US NAVAL SUPPLY DEPOT

US NAVAL TRAINING CENTER

US NAVAL TRAINING CENTER (LA)

US NAVY HELICOPTER FIELD

YUMA MARINE CORP AIR STATION

YUMA PROVING GROUND (ARMY)

BEALE AFB (TANKER WING)

CASTLE AFB (BOMBER BASE)

CONCORD (NUCLEAR WEAPONS STORAGE)
CORONADO

LONG BEACH NAVAL SHIPYARD (NUKE SHIPS)
MARCH AFB TANKER WING

MATHER AFB (BOMBER WING)

NORTON AFB BALLISTIC MISSILE OFFICE
TREASURE ISLAND NAVAL AIR STATION
US NAVAL FUEL DEPOT

US NAVAL RESERVATION (NUKE STORAGE)
US NAVAL STATION (NUCLEAR SUBS)

US NAVAL WEAPONS STATION

VALLEJO BALLISTIC MISSILE SUB CONSTR.
VANDENBERG AFB

BEALE AFB (PAVE PAWS, GWEN NODE)
CAMP ROBERTS MILITARY RES. (EW RADAR)
CHOLLAS HEIGHTS (SAN DIEGQ, EW RADAR)
DAVIS (EARLY WARNING RADAR)

DIXON (SACREMENTO, EW RADAR})
HINKLEY (EARLY WARNING RADAR)
IMPERIAL BEACH NAVAL RADIO STATION
MARCH AFB 15TH AF, GWEN NODE

MIRA LOMA (EARLY WARNING RADAR)
MOFFET FIELD NAS (EW RADAR)

PINEDALE (GWEN RELAY NODE)

PORT MUGU NAVAL AIR STATION (EW RADAR)
STOCKTON (EW RADAR)

SUNNYVALE (EW RADAR)

US SPACE SURVEILLANCE STATION
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Appendix B Sample Attack Data

RY  Launch Launch Target Target Time Target Target
#  Latitude Longitude Latitude Longitude Diff Class ID Code
I 5640000  74.00050 38.40000 -121.2354 0.0000 2 99
2 5533330 40.31350 33.54290 -117.1408 0.0000 4 141
, 3 56.40000  74.00050 37.39150 -122.0011 0.0000 1 24
b 4 5533330  40.31350 39.08120 -121.2642 0.0000 3 119
f 5  56.40000  74.00050 37.55050 -122.0341 0.0000 3 121
' 6 5533330  40.31350 33.42190 -117.4929 0.0000 2 107
} 7 56.40000  74.00050 32.42000 -117.1242 0.0000 2 110
¢ 8 5533330  40.31350 39.05590 -121.2502 0.0000 4 134
3 9  56.40000  74.00050 34.35180 -117.2300 0.0000 2 95
1 10 5533330  40.313350 34.19290 -118.5418 0.0000 1 70
F I 56.40000  74.00050 3242460 -117.1117 0.0000 3 122
12 5533330 40.31350 34.43480 -120.3436 0.0000 3 133
13 56.40000  74.00050 35.20130 -119.0436 0.0000 1 5
I4 5640000  74.00050 33.49070 -118.0432 0.0000 1 35
I3 5640000  74.00030 38.29330 -121.4101 0.0000 4 137




Appendix C Sample Output of Predicted Impact Points

LATITUDE OF LAUNCH: 56.40000000000000
LONGITUDE OF LAUNCIH: 74.00050000000000
LATITUDE OF TARGET: 38.40000000000000
LONGITUDE OF TARGET: -121.2354000000000

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.56578238181829
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.1922821907520
TIME TO IMPACT IS: 904.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.44409231543660
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2472378932810
TIME TO IMPACT IS: 874.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.34100768451214
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2951994820404
TIME TO IMPACT IS:  844.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.437063405072093
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2138246075773
TIME TO IMPACT IS: 814.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.53097573751211
ACTUAL LONGITUDE OF RV AT IMPACT 1S: -121.1853836996317
TIME TO IMPACT IS: 784.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.27818018889785
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2508715539503
TIME TO IMPACT IS: 754.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.39944678354740
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2713894423914
TIME TO IMPACT IS: 724.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.47319575173736
ACTUAL LONGITUDE OF RV AT IMPACT 1S: -121.1903970585251
TIME TO IMPACT IS: 694.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.39523938598292
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2270205331659
TIME TO IMPACT IS: 664.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.43574240910530

ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2345883828306
TIME TO IMPACT IS: 634.5148988346736
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ACTUAL LATITUDE OF RV AT IMPACT IS: 38.42901808781028
ACTUAL LONGITUDLE OF RV AT IMPACT 1S: -121.2687393289709
TIME TO IMPACT 1S: 604.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS:  38.44296874930859
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2037569086552
TIME TO IMPACT IS: 574.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.52841783164620
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2230863441706
TIME TO IMPACT IS: 544.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.42307923827648
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2333726091480
TIME TO IMPACT IS: 514.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT 1IS: 38.38672214101553
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2574968375015
TIME TO IMPACT IS: 484.5148988346736

ACTUAL LATITUDE OF RV AT INPACT IS: 38.39570383985043
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2110788715076
TIME TO IMPACT 1S: 454.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.37343059277773
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2509671763995
TIME TOIMPACT IS: 424.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.40901929375052
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2545598561335
TIME TO IMPACT IS: 394.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.45322769352913
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2482897424221
TIME TO IMPACT IS: 364.5148988346736

ACTUAL LATITUDE OF RV AT IMPACT IS: 38.43324597494245
ACTUAL LONGITUDE OF RV AT IMPACT IS: -121.2151769850445
TIME TO IMPACT IS: 334.5148988346736
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Appendix I Sumple Output of Probubility of Kill

RV TGT TGT INTENDED DISTANCE TIMLE PROB Ol
# ID CLASS CLASS KILL
3 1 1 1 19263.7934 887.4788 0.0467
3 1 I I 16398.5759 857.4788 0.1222
3 { i l 16348.53490 827.4738 01241
3 1 1 1 13799.6717 797.4788 0.1464
3 1 1 1 14114.5945 767.4788 0.2340
3 1 i 1 10946.5413 737.4738 0.4876
3 i [ | 15722.6325 707.4788 0.1498
3 1 I | 15620.9035 677.4788 0.1543
3 1 1 1 15255.9915 647,478 0.1714
3 1 1 1 19454.4858 617.4738 0.0436
3 1 1 ] 18068.7670 587.4788 0.0711
3 1 I 1 14457.3409 557.4788 0.2137
3 1 1 I 122414111 527.4788 0.3697
3 1 1 [ 16645.2745 497 4788 01132
3 1 1 1 14498.8247 467.4788 0.2113
3 1 1 l 15719.6447 437.4788 0.1499
3 1 l | 11629.8759 407.4788 0.4233
3 1 i [ 12367.1661 377.4788 0.3593
3 I I I 10894.0087 347.4788 0.4927
5 1 1 3 17293.3539 885.3090 0.0921
5 1 1 3 12616.9549 855.3090 0.3391
5 [ I 3 16240.1103 825.3090 0.1283
3 l 1 3 14983.4843 795.3090 0.1850
5 1 l 3 15492.6664 765.3090 0.1602
5 1 1 3 8006.9639 735.3090 0.7907
5 i { 3 15784.8019 705.3090 0.1471
5 1 1 3 17567.8210 675.3090 0.0841
5 1 1 3 8056.1419 645.3090 0.7859
5 1 1 3 10096.5965 615.3090 0.5732
5 1 1 3 14039.4454 585.3090 0.2386
5 1 1 3 14396.5568 555.3090 02172
5 1 { 3 11156.1690 525.3090 0.4674
5 1 1 3 12507.4488 495.3090 0.3478
5 1 l 3 5642.0616 465.3090 0.9597
5 i i 3 9398.6175 435.3090 0.6470
5 1 1 3 10120.6853 405.3090 0.5707
5 I i 3 16213.0408 375.3090 0.1294
5 1 1 3 16537.1713 345.3000 0.11 7N
6 3 1 2 23412.9675 849.8304 0.0102
6 3 I 2 18332.8529 810.8364 0.0649
6 3 i 2 18330.4371 789.8364 0.0650
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3
3
3
3
3
3
3
3
3
3
3
3
3
3
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
3
4
4
4
4
4
4
4
4
4
4

L#-{A-L\-J—*-L-#l*JtJIJIJIJIJIJIJIJIJI‘)IJIJIJIJIJIJIJIJIJIJIJIJ!JIJIJIJIJ(JIJIJIJIJ

18403.1303
20607.9924
12701.2956

16539.47006
23794.2414

8430.4537
111485358
18509.0703
22323.60645
190459376
108223614

9018.8454
20862.6974
14560.4093

6958.5217
13639.8422
24271.3461

4733.8721
10356.4023
178549644

8980.4700
13513.2941
13347.8418
14368.6188
23770.8459
12102.5179

8585.1408

9077.6525

7002.6151
10868.1802
15578.2920
13210.8994
17257.5074
23219.4999
16058.4178
17582.5448
13348.2059
23557.4831
19860.7155

729.8364
699.8364
669.8364
639.8304
609.83064
579.8364
549.8304
519.8304
389.83064
439.8304
429.8364
399.8364
369.8364
339.8364
8§74.5149
844.5149
814.5149
784.5149
754.5149
7245149
694.5149
664.5149
634.5149
604.5149
574.5149
544.5149
514.5149
4845149
454.5149
4245149
3945149
304.5149
334.5149
875.8137
8§43.8157
815.8157
785.8157
755.8157
725.8157
0695.8137

0.0634
0.0286
0.3324
().5831

0.1065
0.0089
0).7435
0.4681

0.0598
0.0151

0.0503
(0.4997
0.6236
0.0260
0.2078
0.8803
0.2643
0.0076
0.9854
0.5464
0.0764
0.6914
0.2729
0.2844
0.2188
0.0090
0.3815
0.7327
0.6811
0.8792
0.4952
0.1562
0.2941
0.0931
0.0109
0.1356
0.0837
0.2843
0.0097
0.0376
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Appendix E Source Code for Simulated Attack

PROGRAM MAIN

DINMENSION NSET(1HKiO0)

COMMONSCOMUATRIB(1001,DDOIOM.DDLOTGO,L DTNOW T MEAMSTOPNCLNR
LNCRDRNPRNTANNRUNNNSETNTAPE.SSCIO0).SSLOIOOLTNEX T INOW, X X(T00)
COMMON QSET(1000)

EQUIVALENCE(NSET(O.QSET (1

NNSET=10000

NCRDR=S

NPRNT=6

NTAPE=Y

NPLOT=2

CALL SLAM

STOP

END

SUBROUTINE EVENT\}
GO TO (1.2).1
CALL LOADDATA
RETURN
CALL PICKTGT
RETURN
END

SUBROUTINE LOADDATA

DIMENSION NSET¢10000)
COMMON SCOMT ATRIBOGOLDD TG0, DDLOIO0 D TNOW HAFANMSTOPNCLNR
LNCRDRNPRNTNNRUNANNSETNTAPESS(TOULSSLOOULTNEXTTNOW NN T00)

OPEN(OFILE="ATTACKDATADAT.STATUS . UNKNOWNY)
WRITE(S*LATRIBOATRIBELATRIBOO)ATRIBAATRIBGSLATRIBI0),
+ ATRIB(7),ATRIB(Y)
RETURN
END

SUBROUTINE PICKTGT
DIMENSION NSET(10000)
COMMON/SCOM I ATRIB(10O).DDEIOM.DDLAI0O).DTNOW HNMEANSTOPNCLNR
LNCRDR,NPRNT,NNRUNNNSET,NTAPESS(T00RSSLOIOO)LTNEX T TNOW XN (100)
INTEGER J,K,L

K = INT(ATRIB(8))
ATRIB(9) = K




L=L1L+1

OPEN(ISFILE="REALTGT.DATSTATUS OL.DY

DO 10J-1K
IF (] .LE. Ky THEN
READCISSIATRIBOLATRIBAG ATRIBGS
ELSE

ENDIF

CONTINUE

REWIND 1>

ATRIB(Y = L

RETURN

END




GENRBIVINSTGT BASET 1o 8o, LYESNONES NONYES T2,
LINUTS L1050,
SEEDSST23423(1), 50009 20, 353 1007 25
NETWORK:
** FIRST SET OF WARBEADS GENERATED »-

CREATE0.0.0,9:

ACT,

ASSIGN ATRIB(2Y  So.d000;
ASSION ATRIBGY) 74.0005;
ACT:

GOON T

ACT 10561, URB;

ACT 1,.0237 0OTIH:

ACT 1.OT0LSTRT:

ACT 1030000

ot SECOND SET OF W ARNEADS LAUNCHED -+

CREATE.D.0,6.6:

ACT;

ASSIGN ATRIB2) - S5.3333,
ASSIGN ATRIB3) - 40 3135,
ACT,

GOONL T

ACT 1.0.5601,URB:

ACT 1,.0.237 OTH:

ACT 1O TOLSTRT:
ACT 1,.0.101.CCC:

o PICKS THE TARGET FRON ONP OF THE CITY INDUSTRIAL TARGETS

URB  ASSIGON ATRIBT 1
AC[.
GOON,1;
ASSIGN.ATRIBR) = UNPFRNMGO LT
ASSIGN. ATRIB(SY = ATRIBS, "8 3
ASSIGN, ATRIB(SY - ATRIBwS) + 1
ACT;
EVENT.2:
ACT,. .FILE:

CPICKS THE TARGET FROM ONE OF THI OTHER MILITARY TARGLTS
OTH ASSIGN.ATRIB(T)-2:

r\CT:

GOON.I:

ASSIGN ATRIB(X) - UNFRNO,1.0.25:
ASSIGNATRIBiS) - ATRIB(S)*35;
ASSIGN, ATRIB(S) - ATRIBXN)Y + 1
ASSIGN.ATRIB(¥) - ATRIB(R) « 83;
ACT:

EVENT.2;
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T

CPHORS THE TARGET FRON ONE G T

S

ACT LHILE,

OSTRATLGHO TARGEAS
TIT ASSIGN ATRIBGT T 3
ACT,
GOON. 1
ASSIGNCATRIBIS) - UNEFRNeL 103y
ASSIGN ATRIB(R) = ATRIBS = 1S;
ASSION, ATRIBSY - ATRIBS - 1
ASSIGON ATRIBS Y ATRIBoNy - A
ACT,
EVENT,Y:
ACTFIHLE:

» PICKS THE TARGLET FROM ONE OF THE CRITICAL COMNMAND AND CONTROL OR
S COMMUNICATIONS TARGLETS

CCC ASSION ATRIBTY 4

L.
Tid

ACT;

GOON.1;

ASSIGN ATRIB(S) = UNFRMO LG
ASSIGN,ATRIB{8) = ATRIB{&*15:
ASSIGN. ATRIB(S) = ATRIB(S) « 1t
ASSIGN.ATRIB(8) = ATRIB(8) - 133
ACT:

EVENT.2:

ACT...FILL;

E EVENT.L
IMDTERM IS
ENDNETWORK:

fIN:

!




Appendin FoSource Code for Trajectory Simulation Program

PROGRAN TSP

IMPLICTT DOUBLE PRECISIONGAHLO-Z)

REAL*S MUL AT LONLLATLLONLEATLON LATRES LONRES
REAL*ZLATVXLATVY LATYZLONVXLONVY LONVZIE TIME
CHARACTER 6 [D.S0)]

INTEGER NUNMRNINDCTANS
DINENSION A 0BG W 8 A TTW 3 ATWALR ) ATWB( ),

- DELOY

COMMON INTGRN PONPNPONPY.POXPZPGYPX . POYPY . PGYPZ.DGZPN PGZPY,
PGZPZSNA
DATA DM TEH 200 R0y A7 20370 MU A uxeend DS ETM 304X

LERITAIR927 ONP G THISIETHD 4 .00 95 VARO D

SMEORISaTSo0 g R

DSEEDY O wa92a] Do
DSEREDE o 2 D
DSEED2 212543 Do
ESTSEED - 9ol D

OPENCOITHFILE - ATTACKDATADAT.STATUS  UNKNOWN

OPENUISFILE - IMPESTDATSTATLS  NEW)
DO 4 M=1.15
READ(I7.INUMRN LA TLLONLLATLLONLUTIMEINDCL ASS
HAPM = -1.0

STEP = 30.0

CC = 99

MANIT = 10

SOL - 'S’

Q00

SF = 1.0

PRINT* LATITUDE OF LAUNCHS LATL
PRINT* LONGITUDE OF LAUNCH LONL
PRINT*.LATITUDE OF TARGE T LATI

PRINT* LONGITUDE OF TARGET:.1ON]
PRINT*

XO - 0.0

YO - 00

70 =00 .
VXO - 0.0

VYO = 0.0

VZO = 0.0

TOF - 0.0

TOTTIME 0.0

ITER 0O




SMA = 6378135.0

AA = SMA**2

BB = SMi*+2

EE = 1.- BB/AA

S§ = STEP

IF (LONI LT. 0.0) THEN
LONI = LONI ~+ 3060.

ENDIF

LATL = LATL/RTD

LONL = LONLRTD

LATI = LATLRTD

LONI = LONLRTD

* GENERATE INITIAL STATE VECTOR
IF (HHAPM LT, Q.0 .AND. SOL .EQ.'S) MAXAP = -1
CALL ISVEC(XO,YO.ZOVXO, VYO, VZO,REL.LATL,LONLHAPNULATLLONLTOL,
EE.SOL.Q.SF)
-
* START SEARCHING ON ESTIMATED VXOVYONZO
*PILL WEIGHTING MATRIN
Will) = 1. 80.**2
Wi2.2) = 10001 RTD)**2
W33 = 1. (0003 RTDy*=2
DO1J=13
DO1TK=1,3
IF (J NE. KiW Ky 0,
1 CONTINUE
* INTEGRATE TO APOGEE
*

CALL INTAPGO.XO.YO.ZO N XONYONZOSTEP, APOG)

CALL INTAPG(LXOYOZONXONYONZOSTEP. APOGYX)
CALL INTAPG2ZXOYOZONXONVYONVZO.STEP.APOGVY)
CALL INTAPGA.XO YO ZONXONVYONZO,STEP,APOGVZ)

APRES = HAPM - APOG

*
*
* CALCULATE PARTIALS FOR APOGEE NUMERICALLY
*

*
PAPPVX = (APOGVX - APOG) 1
PAPPVY = (APOGVY - APOG) 1
PAPPVZ = (APOGVZ - APOG) .1




*INTEGRATE TO IMPACT

. * + & %

. & B =

30

CALL INTIMPOXOYOZONVXO VYO VZO.STEP,LAT,LON, TOF.RNG,SOL)

~T

CALL INTIMP(LXOYO.ZOVXO,VYO,VZO,STEP,LATVX,LONVX, TOFFP,RNG,SOL.)
CALL INTIMPQ.XOYOZOVXO,VYO,VZO,STEP,LATVY,LONVY, TOFP,RNG,SOL)
CALL INTIMPGNOYOZONXOVYO.VZO.STEP,LATVZ LONVZ TOFP,RNG.SOL.)

LATRES = LATI - LAT
LONRES = LONI - LON

PLAPVX = (LATVX - LA ]
PLAPVY = (LATVY - LAT) .1
PLAPVZ = (LATVZ - LAT) 1
PLOPVX = (LONVX - LON) .1
PLOPVY = (LONVY - LON}
PLOPVZ - (LONNZ - LONY

A(lLl) = PAPPVX
A(1.2) = PAPPVY
A(1,3) = PAPPVZ
Ai2,1) = PLAPVX
A(2.2) = PLAPVY
A(2,3) = PLAPVZ
A(3.1) = PLOPVX
A(3,2) = PLOPVY
A(3,3) = PLOPVZ
B(1) = APRES
B(2) = LATRES
B(3) = LONRE>
DO 201J=1,3

DO 20 K=1,3

ATWULK) = A(LI)*W(LK) + AW K) « AGGIH*WEAK)

CONTINUE
DO 251=1,3

ATWB() = ATW (L DH*B(D) + ATWL2)*B2) - ATWLO*B(3)

DO 25 K=13

CALCULATE PARTIALS FOR IMPACT NUMERICALLY

FILL MATRICEES FOR LEAST SQUARES CORRECTIONS

ATWALKY = ATW(LTIALK) « ATWIL2PARK)Y « ATWILP ALK

CONTINUE
VARN = 0.0

CALL INVERT(ATWA3)
DO 30 K=13
VARN = VARN + ATWA(K.K)

DEL(K) = ATWAK. D*ATWB(1) + ATWAK.ZIFATWBZ) « ATWAK )T ATWEB(3)

CONTINUE
VX0 = VXO + DEL(1)
VYO = VYO « DEL(2)

F-3




VZO = VZO + DEL(3)
IF (VARO NE. 0.) VAR = VARN/VARO

*
*
* CHECK FOR CONVERGENCE
*
*

ITER = ITER + 1
IF (VAR .GT. CC .AND. VAR LT. 1.001 .AND. ITER .GT. 2)GO TO 40
VARO = VARN
IF (ITER .LE. MAXITYGO TO 1
40 CONTINUE

*
*
* CONVERT TO AZ, FPA. AND VEL
*
*
VEL = DSQRT(VXO*VXO + VYO*VYQO + VZO*VZO)
R = REL
RDOT = (XO*VXO + YO*VYO + ZO*VZO)R
FPA = DASIN(RDOT VEL)
AZ = DATAN2(XO*VYO - YO*VXO,R*VZO - ZO*RDOT)
IF (AZ LT. 00AZ = AZ + 360.RTD
HAPKM = HAPM 1000,
TOTTIME = TOF + 120
S0 CONTINUE

CALL UNCERTIXO.YOZONXONVYONVZO.STEP. TOTTIME.SOLNUMRV,LTIME,
- DSEEDO.DSEEDI.DSEED2 FSTSEEDINDCLASS)
4 CONTINUE
STOP
END

* * ¥ * =

SUBROUTINE ISVEC(XL.YLZL VXL VYL VZL RELLATL.LONLHA LATLLONL

- TOF.EE.SOL.Q,SF")
*
* THIS SUBROUTINE IS CALLED BY TSP AND ITS PURPOSE IS TO CALCULATE
* AN INITIAL GUESS AT A STATE VECTOR AT LAUNCH FOR A TRAFECTORY GIVEN
* THE LAUNCH AND IMPACT COORDINATES IN DEGREES AND THE HEIGHT OF APOGELR
*GIVEN IN NAUTICAL MILES. THE RESULTING STATE VECTOR VALUES WILL BEIN
*NYZVXVY VZ WITH UNITS OF METERS AND METERS. SEC.,

*

*

IMPLICIT DOUBLE PRECISION(A-H,0-Z)
REAL*8 LATL.LONL.LATLLONLMU,IVECLVEC.LDOTILLCROSB
INTEGER QCHK.DIRFLG.ETOW. TABIFLG
CHARACTER*6 SOL
DIMENSION A(2.2).B(2)
DATA DM/111120./.RTD.57.29578/ MU/3.98604D14: ,QCHK/1/,DIRFLG/ 1/,
« PI/3.1415927/,SMI:6356750/,OMEGA/.72902115147D-4/, ETOW/ 1/,
+ TABFLG/O/
GCLATL = DATAN(1L-EE)*DTAN(LATLY)
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GCLATI = DATAN((L.-EE)*DTAN(LATI))
REL = SMI/DSQRT(1.-EE*DCOS(GCLATL)**2)
REI = SMUDSQRT(1.-EE*DCOS{GCLATI)**2)

*
*
* CALCULATE ECI COORDINATES FOR LAUNCH
*

*

XL = (REL) * DCOS(GCLATL) * DCOS(LONL)
YL = (REL) * DCOS(GCLATL) * DSIN(LONL)
ZL = (REL) * DSIN(GCLATL)

*
*
* CALCULATE ECI COORDINATES FOR IMPACT
*
*

XI = (RED * DCOS(GCLATI) * DCOS{LOND)
Y1 = (RED * DCOS(GCLATI) * DSIN(LOND
ZI1 = (RED * DSIN(GCLATD

|[RT)

*
*
* CALCULATE DOT AND CROSS PRODUCTS FOR TWO VECTORS
*

*

LDOTL = XL*X1 + YL*YI « Z1"ZI

CALCULATE MAGNITUDE OF LAUNCH AND IMPACT VECTORS

% » £

LVEC = SQRT(XL**2 + YL**2 + ZL**2)
IVEC = SQRT(XI**2 + Yi**2 « Z[**2)

L R 4

CALCULATE CENTRAL ANGLE USING BOTH ARCCOS AND ARCSIN

CANG = DACOS(LDOTL(LVEC*IVEC)

»
*
* CALCULATE CHANGE IN LON AND DETERMINE DIRECTION OF FLIGHT
*
*

IF {(DABS(LONI-LONL) .GT 180.RTD) DIRFLG = -1
IF (LONI.GT. LONL .AND. DIRFLG .EQ. 1) ETOW =1
IF (LONIT GT. LONL .AND. DIRFLG .EQ. - 1) ETOW = -1
IF (LONT .LT. LONL .AND. DIRFLG .EQ. Y ETOW = -1
IF (LONI .LT. LONL .AND. DIRFLG Q. -1) ETOW = |
IF (LONL .GT. 180/RTD .AND. LONI LT, 180,RTD .AND. DIRF'L.G .EQ. -1)
CETOW =1
IF (LONL LT. 180RTD .AND. LONTI .GT. 180/RTD .AND. DIRFLG EQ. -1)
CETOW = -1
*
* CALCULATE AZIMUTH
*

-
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*

X

AZ = DACOS({DSIN(GCLATD-DSIN(GCLATLI*DCOS(CANG ) (DCOS(GCLATL)*
- DSIN(CANG))

CORRECTIONS FOR A WESTERLY TRAJECTORY

IFETOW .LEQ. -1)AZ = 360.RTD-AZ

REVERSE TRAJECTORY IF LONG TRAJECTORY WANTED

IF (SOL .EQ. L) THEN
AZ = AZ + 180.RTD
CANG = 360/RTD-CANG
ENDIF
IF (AZ .LT. 0)AZ = 3060.'RTD + AZ
IF (AZ .GT. 360. RTDYAZ = AZ - 300.RTD

S CONTINUE

ASK USER FOR Q IF LONG TRAJ WANTED AND BAD Q GIVEN IN NAME LIST

IF(SOL .EQ. 'LYTHEN
IF (Q .GE. 1.2 OR. Q .LE. I.hHTHEN
PR[NT *" * ok kKK Kk \\r‘fo{“\L‘\G EE RS E L LSRR
PRINT *'YOU HAVE REQUESTED A LONG TRAJECTORY. HOWEVER THE'
PRINT * "Q" VALUE YOU HAVE INPUT IS BAD!
PRINT *' PLEASE ENTER A "Q" VALUE AT THIS TIME”
PRINT *."Q" MUST BE GE 1.1 AND LE 1.2 AND IN DECINMAL FORM.!
PRINT *; IN ORDER FOR THE PROGRAM TO WORK
READ(5,%)Q
IF(Q .GE. 1.2 .OR. Q .LE. 1.L)GO TO 15
ENDIF

INITIAL ESTIMATES FOR LONG TRAJ

FX = 180.RTD - DASIN(DSIN(CANG: 2)%(2.-0vQ)
FPAl = 5*FX - CANGHL

VELI = DSQRT(Q*MU-RI[-L)

SMAI = RELA2-Q)

El = DSQRT(1.+Q*(Q-2)*(DCOS(IFPAI)**2)

HA = SMAI*(1.4+ED-REL

GO TO 30

ENDIF

SOLVE FOR FLIGHT PATH ANGLE AND VELOCITY IMPLICITY
INITIAL ESTIMATE FOR FPA AND VEL FROM MAX RANGE EQUATIONS(SHORT TR AN

FPAT - 254P1-CANG)
VELL = DSQRTUMU REL* (2 DSINGCANG 2) (1 DSIN(CANG 20 )
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*
*
* CALCULATE CENTRAL ANGLE AND HEIGHT OF APOG. FROM ESTIMATES
*
*

20 CONTINUE
Q = VELI**2*REL/MU
CANGI = 2*DACOS((1.-Q*(DCOS(FPAIN**2)DSQRT(1.+Q*(Q-2.)
+ *(DCOS(FPAI)**2))
SMAI = REL/(2.-Q)
El = DSQRT(1.+Q*(Q-2.)*(DCOS(FPAI)**2)
HAI = SMAI*(1.+ED)-REL

*
*
* DETERMINE IF VALUES FOR CANG AND HA ARE APPROACHING TRUE VALUES
*

IF (HA LT. 0. .AND. SOL .EQ. 'Sy HA = HAI

DCANG = CANG - CANGI

DHA = HA - HAI

IF (DABS(DHA) .LT. 1.0D-8 .AND. DABS(DCANG) .LT. 1.0D-10)

+ GOTO 30

*
*

* CALCULATE PARTIALS
*

*
PCAPVE = (8*MU*(DSIN(CANGI/2))**2)/(VELI**3*REL*DSIN(2*FPAI))
PCAPFP = (2*DSIN(CANGI + 2*FPAD)/DSIN(2*FPAI) - 2.
PQPVE = 2*VELI*REL/MU
PEIPQ = ((DCOS(FPAN**2%(Q-1})DSQRT(1+QXQ-2)*(DCOS(FPAI))**2)
PEIPFP = (-Q*(Q-2)*DCOS(FPAN*DSIN(FPAD)DSQRT(1+Q*(Q-2)
+ *(DCOS(FPAD)**2)
PSMPQ = RE/(2-Q)**2
PHIAPSM = 1 + EI
PHAPEI = SMAI
PSMPVE = PSMPQ*PQPVE
PEIPVE = PEIPQ*PQPVE
PHAPVE = PHAPSM*PSMPVE + PHAPEI*PEIPVE
PHAPEP = PHAPE[*PEIPEP
PEIPQ = ((DCOS(FPAD)**2%(Q-1)) DSQRT(1+Q*(Q-2)*(DCOS(FPAL)**2)
*
E 3
* LOAD ARRAYS TO SOLVE FOR DELTA VEL AND FPA
*
*
A(1.1) = PCAPVE
A(1,2) = PCAPFP
A(2,1) = PHAPVE
A(2.2) = PHAPFP

CALL INVERT(A,2)

B(1) = DCANG

B(2) = DHA

DVEL = A(1,LD*B(1) + A(1.2)*B(D)
DFPA = A(21)*B(1) + A2 2)*B(2)
VELI = VELI + SIF*DVEL

FPAL = FPAL + SF*DIPA
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TABFLG = 1
DHAP = DHA
GO TO 20
30 CONTINUE
o VEL = VELI
FPA = FPAl
*
' *
* CALCULATE STATE VECTORS IN ECI COORDINATES
®
VS = -VEL*DCOS(FPA)*DCOS(AZ)
VE = VEL*DCOS(FPA)*DSIN(AZ)
: VUP = VEL*DSIN(FPA)
L; Al1 = DSIN(GCLATL)*DCOS(LONL)
A12 = -DSIN(LONL)
A13 = DCOS(GCLATL)*DCOS(LONL)
A21 = DSIN(GCLATL)*DSIN(LONL)

0o

i 22 = DCOS(LONL)

r A23 = DCOS(GCLATL)*DSIN(LONL)
A31 = -COS(GCLATL)

4 A32 =0.

A33 = DSIN(GCLATL)

VXL = (A11*VS + AI2*VE + AL13*VLP)
VYL = (A21*VS + A22*VE + A23*VUP)
VZL = (A31*VS + AI2*VE + A33*VLP)
RETURN

END

* X ¥ ¥

SUBROUTINE INTAPG(LXO, YO, ZO.VXO, VYO VZO.STEP.APG)

*

*

* THIS SUBROUTINE INTEGRATES TRAJECTORY FROM LAUNCH TO APOGLEE.
* DEPENDING ON THE VALUE OF T, THE INITIAL VELOCITY IS PERTURBLD IN
* ORDER TO CALCULATE PARTIALS IN THTZ MAIN PROGRAM.

*

*

IMPLICIT DOUBLE PRECISION(A-H,0-Z)
CHARACTER*3 PAR

DIMENSION STM(6,6)

DATA SML:6356750.- . SMA 6378135, OMEGA/7292115147D-4
AA = SMA**2

BB = SMIi**2

EE = 1. - BB/AA

X = X0

Y=YO

Z =20

VX = VXO

VY = VYO

VZ = VZO

IF(OEQ INVX=VX+.1
IF (1 EQ.2) VY = VY + .1
IF (1. EQ.3YVZ=VZ+ .1




10

* % % #

*
*

*

1 *

- r R — —

DO §5J=1.6
DO 5 K=1,6
IF (J .EQ. K) THEN
STM(,K) = 1.
ELSE
STM(J,K) = 0.
ENDIF
CONTINUE
SS = STEP
T=0.
CALL INTEG(SS.X.Y.Z,VX VY, VZ AX,AY AZSTM)
T=T+SS
RAD = DSQRT(X*X + Y*Y + Z*2Z)
RD = (X*VX + Y*VY + Z*VZ)RAD
RDD = (VX**2 + X*AX + VY **2 4+ Y*AY + VZ**¥2 L Z*A7Z - RD**2)RAD
SSTORD = -9*RD/RDD
SS = MIN(STEP,DABS(SSTORD))

IF (DABS(RD) .LT. .0000001)THEN
GCLAT = DASIN(Z/DSQRT(X*X + Y*Y + Z*Z))
RE = SMI/DSQRT(1.- EE*DCOS(GCLAT)**2)
APG = RAD - RE

ELSE
GO TO 10

ENDIF

RETURN

END

SUBROUTINE INTIMP(I.XO,YO.ZO,VXO,VYO.,VZO.STEP,LAT LON, T,RNG,SOL)

* THIS SUBROUTINE INTEGRATES THE TRAJECTORY FROM LAUNCH TO INMPACT.
* DEPENDING ON SELECTION OF 'I', THE INITIAL VELOCITY IS PERTURBED IN
* ORDER TO CALCULATE PARTIALS IN MAIN PROGRAM.

IMPLICIT DOUBLE PRECISION(A-H.O-2)

REAL*8 LAT,LON

CHARACTER*1 SOL

DIMENSION STM(6,6)

DATA SMI/6356750./,SMA:6378135./,RTD/57.29578/
DATA OMEGA/.7292115147D-4/

AA = SMA**2
BB = SMI**2
EE = 1. - BB/AA
X = XO

Y = YO

Z =70

VX = VXO

VY = VYO

VZ = VZ0

IFJEQ DVX = VX 4+ .1
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LI

*

IF(LEQ.2) VY = VY + .1
IF(.EQ IHVZ=VZ+ .1
DOSJ=1,6
DO S K=1,6
IF (J .EQ. K) THEN
STMUJ.Ky=1.
ELSE
STM{I,K) = 0.
ENDIF
CONTINUE
SS = STEP
T=0.
CALL INTEG(SS.X.YZ VX VY VZ AX AY AZ.STM)
T=T+SS
RAD = DSQRT(X*X + Y*Y + Z*Z)
RD = (X*VX + Y*VY + Z*VZ)RAD
GCLAT = DASIN(Z/DSQRT(X*X + Y*Y + Z*Z)y)
RE = SMIUDSQRT(1.-EE*DCOS(GCLAT)**2)
SSH = - 9*(RAD-RE}RD
SS = MIN(STEP,DABS(SSH))

IF ((RAD-RE) .LT. .0000001)THEN
LON = DATAN2(Y.X) - OMEGA*T
IF (LON .LT. 0.)LON = (360.RTD) + LON
LAT = DATAN(DTAN(GCLAT) (1.-EEn
ELSE
GO TO 10
ENDIF
IF (I .EQ. 0) THEN
CDOT = XO*X + YO*Y + Z0*Z
VLAUN = DSQRT(XO**2 + YO**2 + ZO**2)
VIMP = DSQRT(X**2 + Y**2 + Z**2)
CNTANG = DACOS(CDOTHVLAUN*VINPY)
IF (SOL .EQ. 'L"'CNTANG = 360..RTD - CNTANG
RNG = CNTANG*RTD*60.*1.852
ENDIF
RETURN
END

SUBROUTINE INTEG(SS.X.Y.Z,VX. VY, VZ AN, AY, AZ.STM)
IMPLICIT DOUBLE PRECISION (A-H,0-7)

* THIS SUBROUTINE WRITTEN FOR PROGRAM TEAP, USES A FOURTH ORDER

* RUNGE KUTTA-NYESTROM INTEGRATION ROUTINE TO INTEGRATE THE FREE
* FLIGHT EQUATIONS OF MOTION. THE STATE TRANSITION MATRIX IS ALSO

* UPDATED IN THIS SUBROUTINE.

*

COMMON/INTGRV/PGXPX,PGXPY ,PGXPZPGYPX.PGYPY . PGYPZ PGZPX PGZPY.
PGZPZ SMA

DIMENSION STM(6.6),PXPX(6.6),WORK(6.6}

DATA (PXPX(LJ),1=1,6)J=1,6)36*0./ (PXPX(I.1).] = 4,6)3*1

XN =X
YN=Y

F-10




ZN =2
CALL GRAVTY(XN. YNZN AN AY,AZ. 1)

ANX =0.5*SS*AX
ANY = 0.5*¥SS*AY
ANZ = 0.5*SS*AZ
BETANX = 0.5*SS*(VX + 0.5*ANX)
BETANY = 0.5*SS*(VY + 0.5*ANY)
BETANZ = 0.5*SS*(VZ + 0.5*ANZ)
XN = X + BETANX
YN =Y + BETANY
ZN =Z + BETANZ

CALL GRAVTY(XN.YNZN.AXAY . AZ.-1)

BNX = 0.5*SS*AX

BNY = 0.5*SS*AY

BNZ = 0.5*SS*AZ

CNX = BNX

CNY = BNY

CNZ = BNZ

DELNX = §5*(VX + CNX)
DELNY = SS*(VY + CNY)
DELNZ = SS*(VZ + CNZ)
XN = X + DELNX

YN =Y + DELNY

ZN =7 + DELNZ

CALL GRAVTY (XN YNZNANAYAZ.-1)

DNX = 0.5*§SS7AX
DNY = 0.5*SS*AY
DNZ - 0.5*S5*AZ

* UPDATE THE STATE TRANSITION MATRIN. STM. THE REQUIRED PARTIALS
* ARE CALCULATED IN SUBROUTINE GRAVTY.
* NOTE: PXPX IS PARTIAL X1+1 PARTIAL XI MATRIN
.

PXPX(1.1) = 1. + PGXPXY(0.5785+%+2

PXPX(1.2) = PGXPY*0.5¥5858**2

PXPX(1.3) = PXPX(1.2V°72.Y

PXPX(14) =SS

PXPX2.1) = PXPX(1.2)

PXPX(2,2) = 1.+ PGYPY*0.5°55*"2

PXPX(2.3) = PXPX(1L.)*7Z. X

PXPX(2,5) =SS

PXPX(3,1) = PXPX(1,3)

PXPX(3,2) = PXPX(2.3)

PXPX(3,3) = 1. . PGZPZ*0.5*$§5**2

PXPX(3,6) = §S

PXPX(4,1) = PGXPX*SS

PXPX4.2) = PGXPY*SS

PXPX(4,3) = PGXPZ*SS

PXPX(5.1) = PXPX(4.2)

'

i
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PXPN(S.2) = PGYPY *SS
PXPN(S.3) - PGYPZSS
PXPN(O.1) = PNPN(3)
PXPN6.2) = PXPX(S.3)
L. PXPX(0.3) = PGZPZ*SS

DO101 =16
P DO 10) = 1.6
DO 10K =16

10 WORK({LY) = WORK(LD « PNPXULK P STMK
DO111=1.6

DO11J=1.06
STM(L]) = WORK(LIy
} 11 WORK(L)) = 0.

F .

* UPDATE STATE VECTOR
p X=X« SS%VN - (ANN - BNX - ONX3 3
Y = Y o+ SSHVY 5 (ANY - BNY L ONY 3
4 Z =7 +SS*NZ + (ANZ « BNZ - ONV/1 30
*
VX = VX + (ANX - 2°BNX .« 2 *CNX - DANG 3
VY = VY « (ANY = 20BNY - 27CNY - DAY R
VZ =VZ + (ANZ - 2*BNZ - 2°CNZ - DNZ0 3
*
RETURN
END
*
SUBROUTINE GRAVIYIX.Y.Z.GN.GY.GZP ARG
IMPLICIT DOUBLE PRECISION (A-H, 0-7)

* THIS GRAVITY SUBROUTINE IS DESIGNED FOR THE FREE FLIGHT TRANCTORY
*ESTIMATION AND ANALYSIS PROGRANM (TEAP)L IT CALCULATLES FHROD Gi
* THE FOURTH ZONAL HARMONIC USING A WGS-T2 EARTH GRANVITY NMobi [
REAL*8 J2.J3,]4
COMMON/INTGRV/PGXPX.PGXPY . PGXPZ.PCYPNPGYPY POGY T/ PG/PNDG/ DY
- PGZPZ.SMA

DATA GM/398600.SEGY/ 2 T082.62E-6-03 -2 8206 J4 -1 ol o«

R = SQRT(X**2 4+ Y**2 , Z**2)
GMOR2 = GM/R**2

AOR = SMAR

AZOR2 = AOR**2

ZOR = ZR

Z20R2 = ZOR**2

XOR - XR

YOR - Y R

UX - -GMOR2*XOR
LY - -GMOR2*YOR




UZ - -GMOR2*Z0R

V2= LSHIZHA20R2H(1-5*4720R2)

V3= 2593 A20R2FAORYIAZOR - 7A720R2*ZOR)

Vb = ISR AJAXAZORIM 251, « I ¥Z20R2 - 214220R2772)

GX = UNHL + V2 - V3V

OY = UY*L. + V2 + V3. Vg

GZ =00

IF(ABS(Z) LE. 1, GO TO 1

W2 = LS*J2*A20R2*(3. - 34Z20RY)

W3 = 0.54)3*A20R2FAOR*(-3.Z0OR + 3).*ZOR - 352 Z20R2°Z0R)

W= Su8XJ4*A20R2**24(-15. + TO¥Z20R2 - 63 *¥/20R2*°2)

GZ = UZ*(1. - W2 + W3 4+ Wy
1 IF (PARFLG .LT. 0) RETURN
*
* PARTIALS. GRAVTY [S CALLED BY INTEG 3 TIMES AT EACH STEP, THE
* PARTIALS ARE CALCULATED THE FIRST TIME CALLED SO AS TO USE THE
*I'TH VALUES IN CALCULATING (PARTIAL XI+ 1 PARTIAL XU THE
* ELEMENTS OF THE SYSTEM MATRIX.

PGXPX = GMOR2 R*3.*XOR**2 - 1)

PGXPY = 3*GMOR2*XOR*YOR R

IF (ABS(Y) .GT. 1) PGXPZ = PGXPY*Z Y

PGYPX = PGXNPY

POGYPY = GMOR2 R*3*YOR*2 - 1)

IFCABSINY .G 1) PGYPZ - PGNPZ*Y X

PGZPX = PGXDZ

PGZPY = PGYPZ

PGZPZ = GMOR2 R*(3I*ZOR*"2- 1)
*THHS COMMENT LINE CAN BE REMORYED AND THE PARTIALS WRITTEN TO A FILE
*

WRITEQ21I0LPGXPX. PGXPY . POXPZPGYPX.PGYPY . PGYVPZ.PCZPX.PCGZPY . PGZYY,
G = SORT(IGX**2 « GY**2 . GZ** )
* WRITE6.10DHGX.GY.GZ.G
101 FORMAT(OEL3.6)
RETURN
END

SUBROUTINE INVERTICN,
IMPLICIT DOUBLE PEECISTON ¢A-H, -7
DIMENSION J(1200.CINN)

+

CALCULATE MATRIX NORNM. I'D

PD = 1.D0
DO 124 L=1.N
DD = 0.DO
DO 123 K=1I.N
123 DD =DD + CilL.Ky* (LK)

&

* CHECK TO SEE TF ROW L (AND COL 11 iS ALL ZEROES

&

I DABSDD) LT, 00000000 1) THEN

F-13
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C(LL) = 9999,
ELSE
DD = DSQRT(DD)
PD = PD*DD

ENDIF
124 CONTINUE
DETM = 1.

DO12SL=1N
128 JL+20) -L

DO 144 L=1.N
CC =000
ML
T LOCATE LARGEST ABSOLUTE VALLULIN ROW [

DO 135 K=LN
IF (LABSICCy - ABSICHLK 0 GEL 0 GO TO L3S
126 M=K
CC = Gk
135 CONTINUE
*
* CCNOW CONTAINS LARGEST VALUE IN ROW L, & M IS THE COLUMN
* CONTAINING THAT VALUE.
* CHECK TO SEE IF LARGEST VALUE IS ON DIAGONAL.
*
127 IF(L .EQ. M) GO TO 138
128 K=J(M+20)
JOM+20=J(L+20)
J(L+20)=K

*

* INTERCHANGE COLUMN L WITH COLUNIN M
DO 137 K=1,N
S=C(K.L)
C(K.L) = C(R.M)
137 CGKM)=S
138 CLL)=1.
DETM = DETM*CC

*

*NEXT DIVIDE COLUNN BY DIAGONAL TERM
DO 139 M=1.N
139 CiLMy = CILAY CC

DO 142 M-1N
E (L EQ. AN GO TO 142
129 CC=CiMIL
I CC EQ. 0 GO TO 142
13 MLy -0
DO 141 K-1.N
ML CMK) = COMK)Y - CC*CLKD
142 CONTINUE
[41  CONTINUE




* 4 * % F %

DO 143 Lo 1N

I el 20y EQ. Ly GO TO 143
ML
MM

IE JM+20) LEQ. L)y GO TO 133
IF (N .GT. M) GO TO 132
JMA20) = JL+20y

DO 163 K=1.N

CC = C(L.K)

C(L.K) = C(M.K)
CiM,K) = CC

JL+20y =L
CONTINUE

RETURN

END

SUBROUTINE UNCERT(XO.YOZO.VXOVYO,VZO,STEP. TOTTIMESOL. NUMRY,
- LTIME.DSEEDO.DSEEDTLDSEED2 FSTSEED,INDCLASS)

IMPLICIT DOUBLE PRECISION A H.0-7)
REAL MISLATMISLONNDENV ()
REAL XNOISE.YNOISEZNOISENVXNOISENVYNOISENZNOISE LTIME

CHARACTER*1 SOL.
INTEGER NUMRY

DIMENSION STMO 60U TS TAM 600
DATA SMIO3IS0TS00 SMA 0378138 KD 872987

DATA OMEGA 72921151470

TOTTIME = TOTTING - 120

CALL GONMLIESTSEED L ACQERR

FINDTIM 960 - 132 ACQIERR

X - XO

Y - YO

Z 70

VX VXO

VY S VYO

N7 - N70O

AA SMA*R2
BB - SMI**2
PE .- BB AA

DOST 1.6
DOSK 1.6
o BEQU Ky THEN
STMIJKY = 1,
LLSE
STMJKY - 0.
ENDIE

THIS SUBROUTINE INTEGRATES THE TRAJECTORY FROM LAUNCH TO ACTUAL
INIPACT WITH NOISE(UNCERTAINTY ) ADDED TO THE STATE VECTOR.




* % K *

CONTINUL
CALL GGNMUDSEEDUONDEN,
NNOISE = TOO*NDEV (1
YNOISE = 100*NDEV(D)
ZNOISE = T0U*NDENV(3)
VXNOISE = OL1*NDEV (G
VYNOISE - O*NDENTS
VZNOISE = 0.1°NDES

X - X + XNOISE

Y - Y - YNOISE

Z -7 - ZNOISE

VX - VX - VXNOISE

VY VY - VYNOISE

NZ - N7 < NZNOISE

SS  STEP

T - 0.

CALL INTEGSS. XY Z VN VY VZ AN AYAZSTAY
T=-T+8SS8
CALL GGNMLDSEEDLONDENV )
XNOISE = S*NDEV(D
YNOISE = S*NDEV)
ZNOISE = S*NDEV(H)
VXNOISE = 0.005*NDEV Y
VYNOISE = 0.003*NDENS
VZNOISE = 0.005*NDEN o)
X = X + XNOISE
Y =Y « YNOISE
Z - Z + ZNOISE
VX = VX + VXNOISE
VY = VY + VYNOISE
VZ = VZ + VZNOISE
RAD = DSQRT(X*X + Y*Y + Z*Z)
RD = (X*VX + Y*VY + Z*VZ)RAD
GCLAT = DASIN(Z/DSQRT(X*X + Y*Y + Z*Z))
RE = SMIDSQRT(1.-EE*DCOS(GCLAT)**2)
SSH = -.9*(RAD-RE)YRD
SS = MIN(STEP,DABS(SSH))

)

IF (T .GE. (TOTTIME - FINDTINM)) THEN
CALL GGNML(DSEED2,6,NDLV)

RADAR UNCERTAINTY IS ADDED AT THIS POINT. THESE ARE THLE PARAMETERS
WHICH ARE CHANGED TO AFFECT THE RADAR ACCURACY.

XNOISE = 10.0*NDEV()
YNOISE = 10.0*NDEV(2)
ZNOISE = 10.0*NDEV(3)
VXNOISE = 6.0*NDEV(4)
VYNOISE = 2.0*NDEV(S;
VZNOISE = 6.0*NDLEV(0)
X0 = X + XNOISE

YO =Y + YNOISE

720 = 7+« ZNOISE

VXO = VX + VXNOISE
VYO = VY + VYNOISE
VZ0) = VZ + VZNOISE
AXO = AX




AYO - AY
AZO = AZ
TO-T
DO6J 1.6
DO 6K-16
IF (3 . EQ. Kh THEN
TSTMU.K) = STMU.K)
ELSE
TSTMUK)Y = 0.
ENDIF
CONTINUE

CALL INTEG(SS,XO. YO, ZO,VXO, VYO, VZO,AXOAYO,AZO. TSTN
TO = TO + SS
CALL GGNML(DSEEDI,6,NDEV)
XNOISE = .S*NDEV(1)
YNOISE = 5*NDEV(2)
ZNOISE = 5*NDEV(3)
VXNOISE = 0.005*NDEV()
VYNOISE = 0.005*NDEV(5)
VZNOISE = 0.005*NDEV(6)
XO= XO + XNOISE
YO= YO + YNOISE
720 =20 + ZNOISE
VXO = VXO + VXNOISE
VYO = VYO + VYNOISE
VZO = VZO + VZNOISE
RAD = DSQRT(XO*XO + YO*YO + ZO*Z0)
RD = (XO*VXO + YO*VYQ + ZO*VZO)RAD
GCLAT = DASIN(ZO: DSQRT(XO*XO + YO*YO + 20*20))
RE = SMIDSQRT(1.-EE*DCOS(GCLAT)**2)
SSH = - 9%RAD-REYRD
SS = MIN(STEP.DABS(SSH)
IF (RAD-RE) .LT. 0000001) THEN
MISLON = DATAN2(YO.XO) - OMEGA*TO
MISLAT = DATAN(DTAN(GCLAT)(1.-EE))
ELSE
GO TO 20
ENDIF
IF(TOTTIME - T .LT. 330.0) THEN
RETURN
ELSE
WRITECRINNUMRVINDCLASS MISLAT*RTDNISTON RTDTOTTINME- TS LTINGE
ENDIF
FORMATIX 22X 2XFTOS AN IO SN 105

IF WTOTTIME - (T.STEPy) .G Oy THEN

SS = STEP
GOTO 10
ELSE
RETURN
ENDIF
LLSE

SS = STEP

GOTO 10
ENDIF




END

1R
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Appendix G Sample Output of Impact Duta

RY TGT IMPACT IMPACT TIME
# CLASS LATITUDE LONGITUDE

1 2 38.56578 -121.19228 904.51490
[ 2 38.44409 -121.24724 874.51490
1 2 38.34101 -121.29520 844.51490
1 2 38.43706 -121.21382 814.51490
1 2 38.53098 -121.18538 784.51490
! 2 38.27818 -121.25087 754.51490
1 2 38.39945 -121.27139 724.51490
1 2 38.47320 -121.19040 694.51490
1 2 38.39524 -121.22702 664.51490
1 2 38.43574 -121.23459 634.51490
1 2 38.42902 -121.26874 604.51490
1 2 38.44297 -121.20376 574.51490
! 2 38.52842 -121.22309 544.51490
1 2 38.42308 -121.23337 514.51490
1 2 38.38672 -121.25750 484.51490
1 2 38.39570 -121.21108 454.51490
1 2 38.37343 -121.25097 424.51490
! 2 38.40902 -121.25456 394.51490
1 2 38.45323 -121.24829 364.51490
1 2 38.43325 -121.21518 334.51490
2 4 33.58847 -117.08820 877.29653
2 4 33.57287 -117.13038 847.29653
2 4 33.59821 -117.13952 817.29653
2 4 33.55270 -117.16141 787.29653
2 4 33.58157 -117.03129 757.29653
2 4 33.50784 -117.12971 727.29653
2 4 33.47454 -117.17119 697.29653
2 4 33.58884 -117.12898 667.29653
2 4 33.56953 -117.12556 637.29653
2 4 33.59277 -117.08955 607.29653
2 4 33.56550 -117.10941 577.29653
2 4 33.59513 -117.06509 547.29653
2 4 33.55305 -117.16952 517.29653
2 4 33.50392 -117.16356 487.29653
2 4 33.57401 -117.12354 457.29653
2 4 33.58768 -117.08230 427.29653
2 4 3353198 -117.15496 397.29653
2 4 33.512064 -117.17755 367.29653
2 4 33.54088 -117.15897 337.29653
3 1 37.42958 -121.91888 887.47881
3 l 37.32993 -122.02771 857.47881
3 1 37.31346 -122.06674 827.47881
3 | 37.47562 -121.95950 797.47881

G-1
sdba o -




b S and

3 1 37.41967 -121.98036 767.47881
3 1 37.40222 ~122.02722 737.47881
3 1 37.31925 -122.06764 707.47881
3 1 37.38692 -121.97752 677.47881
3 1 37.39956 -121.97491 647.47881
3 1 37.29345 -122.03707 617.47881
3 1 37.32866 -121.99946 587.47881
3 1 37.37858 -121.99878 557.47881
3 1 37.43087 -121.99906 527.47881
3 1 37.36088 -121.98413 497.47881
3 1 37.35814 -122.01905 467.47881
3 1 37.36003 -121.99827 437.47881
3 I 37.46955 -122.00617 407.47881
3 1 37.41073 -122.00456 377.47881
3 1 37.38113 -122.04785 347.47881
4 3 39.01336 -121.38717 879.45049
4 3 39.07028 -121.29633 849.45049
4 3 39.12195 -121.20787 819.45049
4 3 39.15323 -121.20616 789.45049
4 3 39.05535 -121.24836 759.45049
4 3 38.97134 -121.36573 729.45049
4 3 39.06550 -121.29050 699.45049
4 3 39.02251 -121.31460 669.45049
4 3 36.02300 -121.36425 639.45049
4 3 39.09923 -121.21268 609.45049
4 3 39.04471 -121.32094 579.45049
4 3 39.09663 -121.27758 549.45049
4 3 39.06138 -121.27577 519.45049
4 3 39.12058 -121.22146 489.45049
4 3 39.07060 -121.31678 439.45049
4 3 39.10525 -121.24914 429.45049
4 Rl 39.12973 -121.21949 399.45049
4 3 39.09581 -121.23698 369.45049
4 3 39.05576 -121.30346 339.45049
5 3 37.54005 -121.97572 885.30898
5 3 37.50339 -122.00943 855.30898
5 3 37.57987 -122.05119 825.30898
5 3 37.56414 -122.04520 795.30898
5 3 3751217 -121.97844 765.30898
R 3 37.48072 -122.05358 735.30898
5 3 37.53325 -121.99249 705.30898
5 3 37.58804 -122.03853 675.30898
5 3 37.49551 -122.06459 645.30898
5 3 3751811 -122.05991 615.30898
5 3 37.50032 -121.98967 585.30898
5 3 37.56304 -122.05590 555.30898
5 3 37.48617 -122.01770 525.30898
5 3 37.52462 -122.02950 495.30898
5 3 37.47590 -122.08068 465.30898
5 3 37.50292 -122.05256 435.30898
5 3 37.52414 -122.06903 405.30898
5 3 37.54301 -121.99613 375.30898
G-2
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3 37.55167 -121.99871 345.30898
2 33.44863 -117.44417 849.83636
2 33.42472 -117.53131 819.83636
2 33.42187 -117.51384 789.83636
2 33.47256 -117.42390 759.83636
2 33.42575 -117.53470 729.83636
2 33.43768 -117.49076 699.83636
2 33.37062 -117.60082 669.83636
2 33.35146 -117.55638 639.83636
2 33.41111 -117.53122 609.83636
2 33.45867 -117.46010 579.83636
2 33.33654 -117.57674 549.83636
2 33.35959 -117.53488 519.83636
2 33.42373 -117.51212 489.83636
2 33.44069 -117.45136 459.83636
2 33.42505 -117.49872 429.83636
2 33.35777 -117.54245 399.83636
2 33.34771 -117.56944 369.83636
2 33.42979 -117.46046 339.83636
2 32.36769 -117.10060 865.66261
2 32.35195 -117.16192 835.66261
2 32.46803 -117.07670 805.66261
2 32.34229 -117.15900 775.66261
2 32.34130 -117.06274 745.66261
2 32.40806 -117.10491 715.66261
2 32.40094 -117.13246 685.66261
2 32.47899 -117.14488 655.66261
2 3234529 -117.19665 625.66261
2 32.37259 -117.14053 595.66261
2 32.40302 -117.14180 565.66261
2 32.38122 -117.16929 535.66261
2 32.46176 -117.12698 505.66261
2 32.38449 -117.16901 475.66261
2 32.44048 -117.11215 445.66261
2 32.42175 -117.12602 415.66261
2 32.45798 -117.10492 385.66261
2 32.38734 -117.14600 355.66261
4 38.97604 -121.26506 879.74100
4 39.03221 -121.29012 849.74100
4 39.00068 -121.35996 819.74100
4 38.98785 -121.31692 789.74100
4 39.01906 -121.30221 759.74100
4 38.96285 -121.33378 729.74100
4 39.06585 -121.22075 699.74100
4 39.03546 -121.24817 669.74100
4 39.01750 -121.26623 639.74100
4 38.97480 -121.32181 609.74100
4 38.99414 -121.29256 579.74100
4 39.09799 -121.19501 549.74100
4 39.07413 -121.22303 519.74100
4 39.13311 -121.20557 489.74100
4 39.05247 -121.26506 459.74100
G-3
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39.04342
39.04178
39.04990
39.06110
34.28510
34.33094
34.42010
34.44716
34.36636
34.44151
34.32621
34.34863
34.36620
3433918
34.34951
34.42236
34.33763
34.35935
3437123
34.32910
34.39318
34.35271
3436313
34.25604
34.17709
34.25662
34.22170
34.15795
34.20295
34.23032
34.12534
34.24668
34.22111
34.19401
34.15751
34.22853
34.14130
3415613
34.23931
34.18023
34.21665
34.23767
3421264
32.33189
32.53915
32.38248
32.36837
32.38867
32.42888
32.50033
32.39626
32.43197

-121.26613
-121.26785
-121.25116
-121.26531
-117.27599
-117.20741
-117.21595
-117.17889
-117.27029
-117.19692
-117.21926

-117.25298
-117.26632
-117.17404
-117.20517
-117.24398
-117.23998
-117.23095
-117.24113
-117.19210
-117.24492
-117.21299
-118.44817
-118.63007
-118.56945
-118.51470
-118.58244
-118.51503
-118.49206
-118.58330
-118.47049
-118.54323
-118.56972
-118.58087
-118.54845
-118.59732
-118.60386
-118.48432
-118.56998
-118.50352
-118.52048
-118.51470
-117.17553
-117.06929
-117.13802
-117.13912
-117.10862
-117.05144
-117.09562
-117.11962
-117.09961
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429.74100
399.74100
369.74100
339.74100
870.68068
840.68068
810.68068
780.68068
750.680068
720.68068
690.680638
660.68068
630.68068
600.68068
570.68068
540.68068
510.68068
480.68068
450.68068
420.68068
390.68068
360.68068
330.68068
903.52696
873.52696
843.52696
813.52696
783.52696
753.52696
723.52696
693.52696
663.52696
633.52696
603.52696
573.52696
543.52696
513.52696
483.52696
453.52696
423.52696
393.52696
363.52696
333.52696
893.60749
805.60749
835.60749
805.60749
775.60749
745.60749
715.60749
685.60749
655.60749
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11
Il

11
11
11
1

11

11
12
12
12
12
12
12
12
12
12
12
12
12
12
12
12
12
12
12
12

13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
13
14
14
14
14
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32.48476
32.42663
32.49649
32.41585
32.38193
32.45732
32.41287
32.44181
32.33996
32.37562
34.43462
3447317
34.38705
34.46148
3449160
34.48753
34.31834
34.44237
34.40474
34.40574
34.47801
34.33706
34.43051
34.43536
3440471
34.42006
34.42335
3441137
3441335
35.30424
35.24793
35.19586
35.18070
35.19726
35.25570
35.18877
35.20128
35.16879
35.21294
35.18196
35.17502
35.18363
35.21013
35.23393
35.23301
35.17866
35.18765
35.20001
33.486012
33.52680
33.59562
33.56027

(i

-117.14367
-117.15683
-117.05589
-117.15411
-117.16539
-117.09985
-117.11089
-117.11977
-117.15033
-117.15076
-120.31445
-120.29396
-120.36914
-120.29473
-120.28855
-120.32979
-120.43514
-120.38523
-120.31944
-120.37441
-120.32912
-120.44888
-120.35233
-120.38371
-120.35832
-120.36062
-120.354068
-120.36939
-120.36549
-118.97381
-118.99035
-119.01923
-118.99788
-119.07756
-119.00427
-118.99908
-119.02998
-119.05607
-119.06249
-119.03585
-119.07268
-119.04009
-119.07326
-118.99699
-119.04319
-119.07200
-119.05088
-119.04170
-118.06565
-118.01194
-118.04757
-118.01156

4

625.60749
595.60749
565.60749
535.60749
505.60749
475.60749
445.60749
415.60749
385.60749
355.60749
875.63499
845.63499
815.63499
785.63499
755.63499
725.63499
695.63499
665.63499
635.63499
605.63499
575.63499
545.63499
515.63499
485.63499
455.63499
425.63499
395.63499
365.63499
335.63499
888.74963
858.74963
818.74963
798.74963
768.74963
738.74963
708.74963
678.74963
618.74963
618.74963
588.74963
558.74963
528.74963
498.74963
468.74963
438.74963
408.74963
378.74963
348.74963
881.55443
851.55443
821.55443
791.55443




—re

33.54574
3347117
33.42108
33.54863
33.48024
33.46698
33.49943
3351120
33.48582
33.51832
33.48603
33.54435

38.31055
38.33325
38.30572
38.25600
38.22218
38.28073
38.24140
38.40223
38.35008
38.24840
38.26722
38.32116
38.29305
38.32220
38.28719
33.29786
38.24407

[N IA .

-118.04829
-118.03120
-118.14304
-118.02402
-118.00607
-118.05352
-118.04856
-118.03717
-118.01783
-118.00500
-118.06239
-118.00876
-118.02607
-118.04630
-118.03990
-121.41924
-121.43034
-121.40661
-121.42277
-121.37518
-121.48210
-121.41743
-121.42272
-121.39473
-121.37910
-121.37771
-121.42370
-121.39265
-121.41435
-121.42139
-121.40600
-121.43115
-121.41704
-121.44773

G-6

761.55343
731.55443
701.55443
671.55443
641.55443
611.55443
581.55443
551.55443
521.55443
491.55443
461.55443
431.55443
401.55443
371.55443
341.55443
875.815G69
845.81569
815.81509
785.81569
755.81569
725.81569
695.81569
665.81569
635.81569
605.81569
575.81569
545.81569
515.81569
485.81569
455.81569
425.81569
395.81509
365.81569
33581569
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Appendix 1T Source Code for Dumage Expectancy Model

Program nuclear_effects

Programmed by Capt. Bob Bivins
Statement of Problem

This program estimates damage for predicted impact points of the
reentry vehicles. The data 1s written to a file called "PSTEST.SAS”

Algonthm
The algorithm s as follows:
A THERMAL EFFECTS

[. Calculate normilization factors
4. Test for condition of height of burst above below 4600 m
1. calculate Pmax
i caleulate Tmax

b. Use atmospheric conditions program it HOB above 1600 m
1ovaleutate Pmax
i calculate Tmuax

I Caleulate corresponding tumes and powers using normalized curves
4. Calulate ume vector, 21 values
b. Caleulate power vector, 21 values

HI Calculate intensity at all tme points
a. Calulate intensity ina vacuum, spherical divergence
b. Calculate intensity due to transmittance, atmospheric effects

IV, Caleulate temperature at all time points
a. Inteprate using trapezordal rule
b. find max temp by sorting

V. Collect and report info
4. Write data to file to be processes by SAS
b. Print out key values

B. BLAST EFFECTS

I. Scale given info to 1Kt burst at sea level
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*

4. Scale SR
b. Scale HOB

1. Calculate Height of Triple Point
a. Find scaled height of triple point
b. Determine if target is in the Mach Stem

HI. If target if Mach Stem
a. Calculate overpressure on ground within Much stem
b. Scale overpressure to target altitude

IV It target not in Mach Stem
a. Calculate overpressure and time ot arnival for free air
b. Scale to burst altitude
¢. Pertorm Ledsham-Pike correction on overpressure

Vo Use Rankine-Hugonoit to find other ettects
a. Find shock velocity
b Find wind velocity
¢ Find air density behind shock wave
d Find dynamie pressure

¢ Fand the Probabihiy of Sunnal

[ Calculate the Probability of Survival trom Blast eftedts
4. Ouven Sure Sate and Sure Kl Intensities for blast
b, Calculate median Intensaty of 3070 Probability ot Survival
¢ Caleulate logrithmie slope
do Use Intensity of blast i e, poak overpressure) 1o find Prob of Sury

I Calvulate the Probabiliny of Sunvival from Thermal eftects
S Given Sure Safe and Sure Kl Intensiues tor thermal
b Calculate median Intensipy of Sac Probability of Survival
o Caleulatae lognthoue slope

dUse Intensity of thermal ire mavamum shin tempy, tind Prob ot Sun

b bind Overall Probabiins of Suivisald

4 Use Probabihties of Survival forcach ettect

hobid PRoby bk 1 -0

~ombal Fable

VARTABLL MEANING FOCATION
YD WEAPON YL DN KIFOTONS MATN
HOB HiZGHT o BURSN NN
KANGL RANGETARGET TO BE RS SMATN
PATAN POMW R NMANINE M NORM
INVAN TINE MANINMUAN NORM
TG TENEP AT TARGET AL THE D NOHRA
H 2




- -

AR PRESSURE AT TARGET ALTITUDE NORM

* DENTGT DENSITY AT TARGET ALTITUDE NORM

* REORATIO RATIO OF TARGET DENSITY TO AIR NORM

* TVECTOR VECTOR OF 21 NORMALIZED TIMES TP

* PVECTOR VECTOR OF 21 NORMALIZED POWERS TP

*OTIME VECTOR OF 21 REAL TIMES P

* POWLR VECTOR OF 21 REAL POWERS ™

* IVAC VECTOR OF 2T INTENSITIES IN VACUUM INTEN

* SR SLANT RANGE BETWEEN TARGET & BURST INTEN
*OTRANS FRANSMITIANCE DUE TO ATMOS EFEECTS INTLEN
e NATURAL log OF GROUND RANGE IN KM INTEN

* INTENSE VECTOR OF 21 ACTUAL INTENSITIES INTEN

* TEMPAIR TEMPERATURE OF AMBIENT AIR AT TARGET SKINTENMP
* BETA DENSITYNSPECIFIC HEAT X THICKNESS  SKINTEAMP
* ALPHA THERMAL ABSORPTION COEFFICIENT SKINTEANDP
* H HEAT TRANSFER COEFIFICENT SKINTENMP

* ] VECTOR OF 21 INTERMEDIATE VALUES SKINTEMP
*T VECTOR OF 21 ACTUAL TEMPERATURES SKINTENMD
* MAXTEMP MANIMUM SKIN TEMPERATU RE SKINTENMDP
* X Mass Integral MAIN

* PBRST Standard prossure at burst alurtade M

* DENBRST  Stndard derany acburs alitade M

* TBRST Standard tenp at burtatitude

* GEO SIN thetd A

T CBRNT Speed of sound it bastalt

* R Ratize i cenuimcicns INTENSITY

T OVPISS Sure Sale Intensiy tor oneipiossure - MATIN
© OMPISK Sure b intensts toroverpressute MATN

*CTHERNISS  Suie Sate Intensiy Loa thiernl NEATN
OPHERMISK Suee Rl Intensats ton tiermiad MAIN
TSN Sure Sate Intensat PROBRITL

IREN Sure Kl fntensans PROBKILL

' Probabilits of Kl PROBRILL
R Meduan Intensity o S0 Prob ot Say PROBRIL
R loenithmie stope PROBKILL
CONN Upper mut onantesration of Normal PROBKNILL
* il Intensity ot ettectat target PROBKIL L.
COENONVE Probuabiliny of Surveval trom oserpress PROBSURY
COPSTHERM Probabilins of Sunvival trom thermal PROBST RA
S Onveradd Probabiiin ot Sunvsal PROBSURY
COACTUALN  Xposition wath repedt to the burst e

DOUBLE PRECISION YIELD OB ACTUALNCGOVTHETATTINME 2D POWER O
DOUBLE PRECISION XS TTGT.PTGT.DENTOGT.PMAN TMAXDPSRST TBRST.OBRS T
DOUBLE PRECISION DENBRST.SSR.SR.SHTP.SGR. SHOBDELTAP.BURSTOND
DOUBLE PRECISION TGTOVP. SHOCKVEL TGTCWINDVELRH D, DYN
DOUBLE PRECISION ISSISK.PK A B XXILPSOVPPSTHERMPS

DOUBLE PRECISION OVPISS, OVPISK, THERMISS THERMISKUNTENSI 21
DOUBLE PRECISION MANTEMP.TGTLAT, TGTLONIMPLATIMPLON

DOUBLE PRECISION SURVIOL.TOTSURV. SUMSURV DIFF. TTOINMP

DOUBLE PRECISION POSIN.POSOUT.SEC.SECTODEC.DECS™C

DOUBLE PRECISION MINUTESMINTODEC.DECMIN.DEGRELS

Integer CELL,CLASS.RVNUMMN, O TGT.READINGINDCLSS

CHARACTER TGTNANE*S




Open(82.11le~PSTEST.SAS.STATUS = UNKNOWN"}
Open(d3.file - REALTGT.DAT.STATUS="UNKNOWN"}
Open(84.t1le - INMPEST DAT . STATUS - UNKNOWND

YIELD = 550

HOB = 2000

CEP = 300

DO Y7 TGT = 1.200)

Read(33, 5 END - 205CLASSTGTLAT. TG TLON

DO 93 READING  1.8000
Readi B4 * END-2SIRVNUAUINDCLSSIMPLATINMPLONTTOINP

IF (CLASS [EQ. 1y THEN
OVPISS - 0.5
OVPISK - 5.5

THERMISS 47713
THERMISK - 85218
ELSE
ENDIE

I (CLASS EQ. 2y THEN
OVPISS = 1.0
OVPISK = 3.0

THERMISS - 47715
THERMISK - 92318

I CLASS Q. 3y THEN
OVPISS = 100
OVPISK - 45.0

THERNISS - 6350015
THERMISK - 110018
F1LSE
ENDIF

I iCLASS B 4 THEN
OVPISS S0
OVPISK - 10.0

THERNIISS - 550018
THERMISK 77515
bLSE
ENDIE

Call QUADRATURFICEPTGTUAT TGTLONINMPT ATUMPLON ACTUALNDINE

H 4




IF (DIFF .GT. 35000y THEN
GOTO 98

ELSE

ENDIF

DO 99 CELL =110

Call NORMHOB, YIELD.PMANXTMAN)

Call TRIPMAX TMAXTIMEPOWER)

Call INTEN(POWER.HOB.UINTENSE ACTUALX.CELL,

Cull SKINTEMPUNTENSE. TIMEMANTEMP.POW ER)

Call MIHHOB.ACTUALX.X.CELL)

Call BURSTCOND(HOB.PBRST, TBRST.CBRST.DENBRST)
Call SCALINGIACTUALXYIELD SSRHOB.SR.CELL.PD.RBO)
It (SR .LE. RBO) then

PD . 1.000

SUMSURY - 0.0

GOTO 338

endit

Call SCALEHTPYTELDHOBACTUALX.SHIP.SGR.SHOB.SSR.CELL
Call MACHOVP(SHOB.SGR.SSR PBRST.TGTOVP.YIELD)

Call RKHUGO{TGTOVP. SHOCKVELWINDVELRHO.DYN)

INS  OVPISS
ISK - OVPISK
Il TGTOMVD

Call PROBRILLISSISK PR
PSOVP - 1 - PK

ISS  THERMISS
ISK - THERMISK
I MANTEMP

Call PROBKILLISSISKULEPR
PSTHERNM 1. PK

Call PROBSURN(PSONPPNTHE RNLDS
SURNCET LY PS

CONTINUE

DO 76 CELL - 110

SUMSURY  SUMSURNV - SURN O
CONTINUE

PD 1 - SUMSURV 160
SUMSURY 00

B F(PD GT. 003) THEN

Write(B2ZJ0DRVNUMTGT.CLASSANDCESS. DIFF TTOIMP.PD
PRINT TOLRVNUMTOT.CLASSINDCUSS.DIFE TTOIMP.PD
! FORMATONXN AN TUANTVAN VAN HIO JAN Y 43N PO G

el ... -
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AR
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ENDIF

CONTINUL
REWIND 54
CONTINUE

f REWIND &3

END

end

This subrounne caiculates Pmax and Tmuax.

Subroutine NORNHOB YIELD . PMANXTMAX)

DOUBLE PRECISION PMANXYIELD TMAX HOB

It HOB LT, 4600) then
PMAX L AIE13YIELD S0

TMAX = O7*YIELD** 44
ele

PMAX - PSETYIELD**.39
MNANX - 038*YIELD** 44
endit

end

s tis subroutine calculates ¢orresponding tumes and powers from
J table of normalized power curve values. Ttereates a vecto

toreach vanable, time and power, ot 21 values.

Subroutine TRVPMANXTMANTIMEPOWLER)

DUUBLE PRECISION PMANTMANIVECTORCZHPVECTOR2 L TN

Inteper 1K

Data « TVECTORLD L1000 STOLS20253038304550¢
Data (TVECTORDT 1220 8560068707 880859095 100
Data (PVECTORIKEK 11T 02,67, 10065 429 02 17 14,1201
Data (PVECTORVK LR 1209 Ga) 077,069, 062 036, 08 ] G, vl d

Data PVECTORVK R J00 21 et i’

Doy o) 12
PINE e INECOTORGTTNAN
POWLR D PVECTORCDTPANTAN

Continne
eiid

s subroutie calculates the acteabintensaty for cach time
pontconsidenng both sphencal diverpence and transmattance
ce o atmosphene conditions

o

o erat e
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Subroutine INTEN(POWER HOBINTENSE ACTUALNX.CELL)

DOUBLE PRECISION POWERQCILIVACRILSRHOB TRANS ZAINTENSE 21
DOUBLE PRECISION ACTUALX(1O)
Integer LK CELL

SR - (HOB**2 -« ACTUALN(CELL)**2)** S
DO 201121
IVAC(H = POWER(D (4*3.1415927#SR**2)
Continue

Z = DLOG(SR 1000.0)
TRANS = 8

DO 30 K=1,21
INTENSE(K) = IVACIK)»*TRANS
Continue

end

This subroutine calculutes the shin temperature at each pointin
time and returns the masvimum s alue attaned,

Subroutine SKINTEMPUINTENSE TIMEMANTEMP POWER)

DOUBLE PRECISION TEMPAIR BETAALPHATINTENSE 2 DUTINE (20 00200 T2
DOUBLE PRECISION M 2D POWERC2TIPOWERNMANAMANTEMDP
Integer 1K

TEMPAIR = 283801

BETA - 2770710080075

ALPHA - 8

H - 7178

DO 30 T1-1.21

KD INTENSECDENPHTINEG L BETAY

Continue

Toly  TEMPAIR

Moy 0

DO SO K 2.2

MR MK - SYTINMEBKETIMEVK T diK-Te Jikon

ko - Tehy « ¢ ALPHA BETACDEXNPCHETIMEK BETA NN
Continue

MAXTEMP O
Do 70 Q 1.2
It Ty GTOMANTENEY then
MAXTEMP Ty
endit
Continue
end




= Calculates Mass Integral,
Subroutine MIHOB ACTUALNX.CELL)
DOUBLE PRECISION HOBACTUALX(TOL X TBRST. TTGT.PBRST.PTGT.DENBRST

DOUBLE PRECISION DENTGT.SR,GEO.DVERT
Integer CELL

—
jos]
=
w
het
]

0.006545*HOB

8 1
PBRST = 1()1 ES*(283. 1S TBRST)**(-5.22)
PTGT = LOI3ESH 288 IS TTGT i *-8.22
DENBRSI 003484 PBRST TBRST
DENTGT = .003434*PTCGT TIGT

SR - (HOB"‘Z ACTUALNCELL)**2y=* 8
GLEO = DSIN(HOB SRy

X = (L GEOWV 1019308 PBRST - PTGTS

N o*Xx

end

Subroytine BURSTCONDVHOBPBRSTUTBRST.OBRST.DENBRS 1
DOURLE PRECISION HOB PBRS T TBRS TOCBRSTDENBRST

TBRST 2881 - 04343108

}‘BRQI' 147 \«\\\‘ TORNTy 820
DENBRST  Q0033:40 6331 1508 PBRRST TBRST
(BI\,\I (AT 9T TRRST e S

end

Subroutine SCALINGEACTU ALNYIFLDSSRHOBSR.OCELD PR GOy,

DOUBLE PRECISION ACTU ALNCUDSSRY LD HOBSRPTGT.RBO
integer CELL

SR SQORTHOB*=2 « ACTUALN(CELLY** )

SSR SR LOYIELD)* #1030
END

Subroutine SCALEHTROYTELDHOBACTUALXSHTP.SGR SHOB.SSR.CE UL

DOUBLE PRECISION YIELD HOBSHOBSCALEOTE.CPSHITP.SGR OSSROACTT AL NS
Inteeer UVLCEL

SOR - ACTUALXCELL e LO YR LD 10 3 .0)
SHo  HOB YLD * 1.0 3.0y

It eSHOB LE 1.5y then

SHTP o
SCALEOTE o
retirn




endif

If (SHOB .GT. 1.5 .AND. SHOB .LE. 600) then

CP = .02754 + (2.524:SHOB) + (1085.0/(SHOB**2))
- - (43720.0<(SHOB**3)) + (585000.0/(SHOB**4))
- (2731E64{SHOB**5))
SCALEOTP = 954 DEXP(SHOB/175.0) - 1.0y

+

*
endif
It (SHOB .GT. 600 . AND. SHOB LE. 800) then
CP=0.04
SCALEOTP = 95*DEXP(SHOB. 175.0)
endif
If (SHOB .GT. 800) then
SHTP =0
return
endif
If (SGR .LT. SCALEOTP) then
SHTP =0
else
SHTP = CP*SCALEOTP*{((SGR SCALEOTP) -1.01** 1.6)
endit
END

Subroutine MACHOVP(SHOB.SGR.SSR.PBRST. TGTOVE.YIELD)

DOUBLE PRECISION
NX.SHOB.SGR,GAMMA BETAALPHATLDELTADELTAPNO,SSR.IPERST
DOUBLE PRECISION DELTAPSO.DELTAPB.DELTAPADELTAPYIELDTGTOVD

XX = DSOQRTHSHOB**2) « (SGR**2))
If (XX .GE. 4500) then

TGTOVP = 0.0

return

endif

it (SGRLE. 100 .OR. SHOB LE. 100y THEN
DELTA = 0.0

else

DELTA - DATANSHOB SGR)y

endit

GAMMA - DEXPCIRZOTDLOGINX D - 330730 HDLOGINX 3 -
IRO6O17HDLOGIXXN**2 - 149 59*DLOGINX) + 210.20)
BETA = DEXPC2S1925DLOGINX ) **4 - SXTH(DLOGINNND**3
< SO298*DLOGEIXX N2 - IRSOSYDLOGIXXN) + 248.%)
ALPHAL = DEXPCASEODLOGIXXD**3 - 6.7133DLOGINXN)**2 -
+ 41468*DLOGIXX) -82.819)
DELTAPO = QO1*DENXPATI*XX**(-.2136)
DELTAPOO = O1*DEXPHO3*XN**(-.295)
DELTAPB - (COSDELTAN* “2*BETAN*USIN(DELTAN**ALPHATI*DENPIGANNA)
DELTAPA = DELTAPYO - (DELTADPOO - DELTAPK*COSDELTA)**2
TGTONVE  DELTAPA « DELTAPB
END

-9
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Subroutine RKHUGO{TGTOVP.SHOCKVEL WINDVEL.RHO.DYN)
DOUBLE PRECISION TGTOVP.SHOCKVELWINDVEL.RHODYN
SHOCKVEL = 340.275%(1 +((0*TGTOVPY(7T*14.Tn**.5
WINDVEL=(S*TGTOVP (7*14. 717 340.275 (14 ((O*TGTOVE). (TF14.73)1° 7.5
RHO = 1.2250233*((7 +((6*TGTOVP), 14.7))(7 +(TGTOVP 14711

DYN = (S.02.0*(TGTOVP**2) (7*14.7 + TGTOVP)H
end

s subroutine will calculate a Probability of Kill.

Subroutine PROBKILL(ISS.ISK.ILPK)
DOUBLE PRECISION ISS.ISK,PK.AB.XX! I

It (11 .LE. .S*ISS) then

PK =0
RETURN
endif

A = 5*DLOG(ISK*ISS)
B = DLOG(ISK ISS) (2.0*2.054)
XX = (DLOG(I - A)LB

If (XX .GE. 0.0) then

PK = 1 -.5%(1 + 196854 NN » 113194%XX"*2 - Q003J4*XN#*3 .
019827 XX**F ) (-4

else

XX = ABS(XX)

PK = 5*%(1 + 106854 XX ~ TISTO4XN**2 « Q00334+ XX**3 .
O19327FXNA* 3y * (-4

endif

end

* This subroutine calculates a Probubility of Survival,

Subroutine PROBSURV(PSOVP.PSTHERMPS)

DOU BLE PRECISION PSOVP PSTHERM.PS

PONMTPSTHERM




* This Subroutine uses an equal probability cell quadrature

* to calculate the Ground RANGE from the detonation pt to the
* target. The Ground RANGE from the centroid of each of

* the equal probability cells is then used in other subroutines

* to calculate the nuclear effects on the target.

*

*

Subroutine QUADRATURE(CEP, TGTLAT, TGTLON.IMPLAT,IMPLON ACTUALX. DIV

DOUBLE PRECISION RHOCEP(10),RHOTHETA(10),CEP,RCEP(10),ACTUALX(10)
DOUBLE PRECISION DIFF, TGTLAT, TGTLON,IMPLAT,IMPLON

DOUBLE PRECISION TGTLATRAD,TGTLONRAD.IMPLATRAD,IMPLONRAD
DOUBLE PRECISION TGTLONDEC, TGTLATDEC

Integer B.C.D

DATA (RHOCEP(B).B=1,10)/0.4*.710707,5*1.50888/
DATA (RHOTHETA(C),C=1,10)/0,.7071,2%-.7071..7071.1,.309.2*-.809..309;

TGTLATDEC = TGTLAT
TGTLONDEC = TGTLON

IMPLATRAD = IMPLAT/57.29578
IMPLONRAD = IMPLON/57.29578
TGTLATRAD = TGTLATDEC/57.29578
TGTLONRAD = TGTLONDEC/57.29578

DIFF=1852*60*DACOS(DSIN(TGTLATRAD*DSIN(IMPLATRAD)+~DCOS(TGTLATR AD; *
+ DCOS(IMPLATRADYDCOS(IMPLONRAD-TGTLONRADY)
DIFF = DIFF*57.29578
POS = DIFF/CEP
DO 15 D=1,10
RCEP(D)=DSQRT(RHOCEP(D)**2+POS**2-2*RHOCEP(D)*POS*RUHOTHET A(D)
ACTUALX(D) = RCEP(D)*CEP

S CONTINUE
End
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RV Launch  Launch Targct Target  Targel Target or
# Latitude lLongitude lLatitude Longitude Class Neuarest City
| 30,4000 74.0005 33,4000 121.2354 2 NMeClellan AFB
2 S33333 0 J0.3133 333429 1171408 4 Muarch AUB.GWEN site
3 56,4000 740005 AO0149 0 -11R332) i Fos Angeles, Culifornia
4 353333 J0313S 390812 121.2642 3 Beale AFB. TankerWing
N 36,4000 74.0003 37.2248 0 -120.3400 3 Castle AFB. Bombers
f S53333 0 J0.313S 334219 1174929 2 Tustin Marine Corps AS
7 36,4000 740003 324200 -117.1242 2 .S, Naval AS North Is.
N 333333 JO.3135 39.0559  -121.2502 4 Beale AFB, radur site
Y 30,4000 74.0005 343518 -117.2300 2 George AFB
Piv 8533330 JO.313S 3326150 -117.5601 ! Anaheim, California
[ S0.4000 74.0003 34.0342 1171400 3 Norton AFB. BMO
12 333333 403135 33543060 -118.0339 | Cerritos, California
L3 36,4000 740003 34034 -1I8 1132 I Glendale, Californiu
4 36,4000 74,0003 38,0631 S122.1518 ] Vullejo, Califormia
15 364000 74.0005 33.2933  -121.4101 4 Davis, EW radar site
i1
NS . -

Appendin T Simulated Auack
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Appendix J Bavesian Processor

PROGRAM DETERMTGT

REAL PROBD.PD(13).ESTTIMEMOE DIST. TIME
REAL PROB1(0:15).,MARG.CONDO: 1) BIN(O: I5). THETA0: 15
REAL PROB2(0:15).PROB3(0:15).PROB4(0:15)
REAL EPOSTH.STDEVPOST(H VARPOST ()
INTEGER CLASS1.CLASS2.CLASS3.CLASSARV.LALLLTGT.CLASS.CLASSVECT(]S)
INTEGER P.Q.NX.K.HIT AIMCLASS.CITY OTHMIL.STRATNHL.CCCINTENDVECT (IS
INTEGER CLC2.CICHF

OPEN(TOFILE-"EXPERDAT.SAS.STATUS - 'NEWY

OPEN(ILFILEPSTEST.SAS.STATUS . "OLDY

ESTTIME = 900.0
DATA (CLASSVECT
DATA (PDW)J =1.15)
DATA (THETA).J=0. »I(n

DATA (PROB1(L).L=0.] ﬁ)()*()()]\ 03,15, 40,15, 05,53 i

DATA (PROB2(L).L=0,15) 16*.0625

DATA (PROB3(1.).L.=0.15) 16*.0623

DATA (PROB4(L).L=0,15%16* 0623

DATA (BIN(K), K=0.9) 1,15, 105435, 1365, 30035003, 27 0-1 33 3004
DATA (BIN(K), K=10,15):3003,1365.455,105,15 l

DATA (THETA. 1=0,7) 0.0..06667..13333,.2,. 266067, 33333 4, 4(»(\(17
DATA (THETA(. J=8.13) .83333_.6..66667, 73333, 8 86667, 93333 1.1

AS | 1 l I3 157
li
15

DOSEF =115
CLASSVECT(F) - 1
CONTINUE

DO 10P=1.19
DO 20 {=1,10000
READ (11 * END=23)RV TGT.CLASS.AIMCLASS.DISTTINIEPROBD

INTENDVECT(RV) = AINICLLASS

IF (TIME .LE. ESTTIME AND. TIME .GT. ESTTINTE-30.00 THEN
J =RV
IF (PROBD .GE. PD(J)) THEN
PD(U) = PROBD
CLASSVECTU) = CLLASS
ENDIF
ENDIF
CONTINUE
REWIND 11
DO 30 L =1,15
IF (CLASSVECTL) .EQ. 1) THEN
CLASST = CLLASSIT + |




Ny

ENDIE

IFAWCLASSVECTH EQ. 2y THEN
CLASS2 - CLASS2 -« |
ENDIFE

IF (CLASSVECT(L) Q. 3 THEN
CLASS3 = CLLASSY .

ENDIF

IF (CLASSVECTL) .E(
CLASSH - CLASSY -
ENDIE

Jo THEN
|

I AONTENDNVECT D Q0 D THEN
CITYy - CITY - 1
ENDIFE

[ ONTENDVECT L Q) 20THEN
OTHNMIL  OTHANID -1
ENDIE

IFGANTENDVECT L) BQ. 33 THEN
STRATMIL STRATNMIL -1
ENDIF

ONTENDN FCTL) FQU - TTHEN
CCC - CCC -1
ENDIF

CONTINUT

PRINT*

€I = CLASSI
(2 CLASS2
C3 = CLASS]

Cd = CLASSY

MOE = REALCMINGCLOTTY - NINCC2OTHNIL NN CASTR VTN CNTINGCLCUC 0 18
PRINT* MO 1S NMOE

PRINT*

PRINT* ATLESTTINMEISFCONDS BETORE INHFACT

PRINT* THERE ARE THE FOLLOWING NUNIBERS OF W ARTE ADS TARGE T DY
PRINT*FOR EACH RESPECTIVE CLASS

PRINT*

PRINT* CLASS 1, CITY INDUSTRIATLCLASSI

PRINT*CLASS 2, OTHER NITLITARY:WCTASS?

PRINT = CLASS 30 STRATEGIC MLITARY (U ASS S

PRINT*CLASS L CONNAND & CONTROLCONVATLCEANS Y

PRINT®

DO3SK = 1.4
IF (K EQ. 1) THEN
PRINT* ' THE NEW DISTRIGUTION FOR CEPY INDUSTRIAL IS
PRINT#, = ommmemm oo oo :
HIT = CLLASSI
ENDIF

IF (K .EQ. 2y THEN




PRINT*THE NEW DISTRIBUTION FOR OFHER NHLITARY §S
PRINT e C e
HIT - CLASS2
ENDIE

(R CEQ. 3 THEN
PRINT*THE NEW DISTRIBU TION FOR STRATEGIC NULTEARY 1S
PRINT® wmeeemmm oo '

HIT - CLASSA

ENDIF

16 (K Q. 41 THEN
PRINT*THE NEW DISTRIBUTION FOR COMMAND AND CONTROL 1S
PRINT®, ovoonee e T

HIT  CLASSS

ENDIE

MARG S 60

DO 3t o8

I T EQOANDTHE AL EQOOOR BT EQ IS ANDTE T L o T THEN
IF K EQ. Ty THIEN

MARG - MARG - PROB

ENDIE

IF (K Q.20 THEN
MARG & MARG - PROBD
ENDIF

IF ek EQ. 37 THEN
AMARG - MARG - PROBRT
ENDIF

(K EQ. 4 THEN
MARG - MARC - PROB D
ENDIF

GOTO 36
ENDIF

IF (K .EQ. 1) THEN
MARG=MARG - PROBT BINGHUT  PHET A T 00 THE TG0 1S 1T
ENDIF

IF (K .EQ. 2) THEN
MARG=MARG - PROB2H - BINGHIT VY THETACh T o Lo T N e oS
ENDIF

IF (K .EQ. 3) THEN

MARG=MARG - PROBIIV BINAUTY THETACH "HIT oL THE T NG o S-HE
ENDIF

[F (K .EQ. 4) THEN

MARG-MARG-PROBA S BINGHTE - THE TAChH P HPT oo PHE TN b o ES-HET
ENDIF

M CONTINUE




5

7Y

SROB2H PROB2 BN
PRINT*NEW POSTERIOR FORTHE A

DO 3T )OS

I GUT QO ANDTHET N B v OR PP FOQ IS AND T vy b 0

HOK BEQL Ty THEN
PROBI(H - PROBL N ARG
GOTO 371

ENDIL

I oK EQ 2 THIEN
PROB2 PROB2 NARG
GOYFO 372

ENDIF

R BQ. M THEN
PROB3 PROBI ARG
GOTO 373

ENDIE

R O 40 TN
PROBAC PROBT T AT AR
GOYToy 37

ENDIF

ENDHE

R B b HEN

CROBLL CROB L EBIN T
PIRINTONEW POSTHRIOR PORTHETA
MRTTE Toc D STTINGE MO KT

ENDIE

oK Q0 2 TN

ENDIE

FAORCEQ. 3y TN

ENDI

(K JEQ. 4y THEN

ENDIF

CONTINU L

PRINT T  F# v e dbt st tsennnnnniaiaiisissns

PRINT*

PRINTY

CONTINUE

ESTTINE ESTTIND - 300

I R O O L N I I AT

JHHTACH ISR 'Jf‘,l‘r I

PALLPROBE T

CTHE VNG P b o T H R TN ST

CTHETNG N i oR
WRITECT ESTTINEANTOE KOTHET T PROB

PROBIJY PROBIFBINGHTT THE TG s U Lo ot 1311
PRINT='NEW POSTERTOR FOR THETA

UTHETAG IS PROB T
WRITHTOZESTEINT NOF RCTHETA G PROB R

PROB4N-PROBAU ) BINCHIT  THETACH HIT - LOTHETACh o 1S T
PRINT*NEW POSTERIOR FOR THETA

CTHETAM ASTPROB LY
WRITECTOSESTTIMEMOEK THETANPROBAD

IR

NEARG

NEARG




D) i o>
Py
CONTIND

EEE

CLASS]
CLASS?
CLASSY
CLASSY
crry oo
OyeHN
STRATNE

W

CeC

[

0o

[ .

[

[t b o TN
DY SO 1

DOy o feoe 1S

LB FO T SHEN

FPOSTIO EPOST O DTN PROBL
ENDY

o L0 D TN

FIOST 0 SPON 0 s rROR
END

TETR I ERNEREITEN

FROSTO.
ENDI

FRPOST O THET A CPROBA

0 1O 4 THEN
FPOSTOr  FPOST O
ENDI

THET N CPROB T

[

CONTINUT
N CONTINUE

PRINT* /AT 6 MINUTES PRIOR TO INPACT THE FOLLOWING |
PRINT*.
PRINT*.
PRINT*
PRINT*,

PRINT* oo
PRINT®

BT

P

PRINT*
PRINT*,
PRINT=.
PRINT
PRINT-

ENDIF
b
END

L CITY INDUSTRIN

2 OTHER MILITARY,
ISTRATEGIC NLTTARY

S ORTTICAL COC

CONTINU L.

FROST s
Fpaostr

bioNd
Flost b




Appendin K Tmproved Radar Posterior Probabihines

MO N O 6000060

AT 000000 SECONDS BEFORE AIMPACT
FHERE ARE THE FOLLOWING NUMBERS O WARHEADS TARGH 115
FOR EACH RESPECTIVE CLASS

CULASNSS T CITY INDUSTRIAL 11

CLASS 2, OTHER MILITARY: I

CLASS AUSTRATEGIC MITITARY: I

CLASS 4 COMMAND & CONTROLCONIN 2

CHE NEW DISTRIBUTION FOR CITY INDUSTRIALLS

NEW POSTERIOR FOR THETA 0.00000001 00 1S 0.0000000F .-
NEW POSTERIOR FOR THETA - 6.0670001E-02 IS 3.6200621-12
NEW POSTERIOR FOR THETA - 0.1333300 IS 5.30850791-09
NEW POSTERIOR FOR THETA 0. 2000000 IS 3.40602081E-07
NEW POSTERIOR FOR THETA 0.2666700 [S S3.78529553E-00
NEW POSTERIOR FOR THETA (13333300 IS 4.3991150E-03
NEW POSTERIOR FOR THETA 0.4000000 IS 6.22837395-03
NEW POSTERIOR FOR THETA 0.4666700 IS GASRO461E-02
NEW POSTERIOR FOR THETA - (0.3333300 IS 04317132
NEW POSTERIOR FOR THETA 0.6000000) IS 0.3192527

I'A 0 6666TO0 IS 0.1633412

A 07333300 IS 6.8R02201H-03

A (0.R000000 IS 3.6692031F-03
A - DROOHTO0 IS 2.7009405E-03
A 09333300 IS 3818230304
\

NEW POSTERIOR FOR THET

NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET.
NEW POSTERIOR FOR THET !
NEW POSTERIOR FOR THET!
1.000000 1S 00000000 . 00

FHENEW DISTRIBUTION FOR O FHER MILITARY IS
NEW POSTERIOR FOR THE
NEW POSTERIOR FOR THES
NEW POSTERIOR FOR THLE
NeW POSTERIOR FOR THE
NEW POSTERIOR FOR THE
NEW POSTERIOR FOR THE
NEW POSTERIOR FOR THE

A 0.00000001 00 1S 0.00000001: .
A 6.06670001E-02 1S 0.4439132

A 0.1333300 IS 03145973

A 0.2000000 IS 0.1538737

A 0.26066700 IS 6.0679339L:-02
A = 0.3333300 IS 1.99750683E-02
A
A
A
A

r
r
T
T
I
I
T (.4000000 IS 4834252103
NEW POSTERIOR FOR THET 0.4666700 IS 1.2297834-03
NEW POSTERIOR FOR THET 0.5333300 IS 216774601504
NEW POSTERIOR FOR THET 0.6000000 IS 2.81750781-05
NEW POSTERIOR FOR THETA  0.6666700 IS 24379590800
NEW POSTERIOR FOR THETA  0.7333300 IS L17980971.07
NEW POSTERIOR FOR THETA  0.8000000 IS 2.2928930E-09
NEW POSTERIOR FOR THETA - 0.8666700 IS 85088853712
NEW POSTERIOR FOR THETA - 09333300 IS 5596750110

NEW POSTERIOR FOR THETA 1000000 1S 0.00000001 . 00

R R R N L L TR RN ]




VHENEW DISTRIBUTION FOR STRATEGIC MILITARY IS

NEW

NEW
NEW
NEW
NEW
NEW
NEW
NEW
NEW
NEW
NEW

NEW
NEW

NEW
NEW

NEW

-----

POSTLERIOR FOR
POSTERIOR FOR
POSTERIOR FOR
POSTERIOR FOR
POSTERIOR FFOR
POSTERIOR FOR
POSTERIOR FOR
POSTERIOR FOR
POSTERIOR FOR
POSTERIOR FFOR
POSTERIOR FOR
POSTERIOR FOR
POSTERIOR FOR
POSTERIOR FOR
POSTERIOR FFOR
POSTFRIOR FOR

THET.
THE
THE
THES
THIE
THE
THE
THIES
THE
THE
THE
THE
THE

I'HE
THIE

I

e e e e e e e e e e —

"POSTERIOR FOR T

POSTERIOR FOR

"POSTERIOR [FOR
POSTERIOR FOR T
POSTERIOR FOR' T
POSTERIOR FOR T
POSTERIOR FOR T

TPOSTERIOR FOR S

"POSTERIOR FOR T

"POSTERIOR FOR T

"POSTERIOR FOR

"POSTERIOR FOR

"POSTERIOR FOR

"POSTERIOR FOR

"POSTERIOR FOR THETA -

“POSTERIOR FOR

R S L

THETA

THETA -

THETA

THETA -

THETA

(LOOOOOOOE . 00 1S 0.00000001: - 11

00071
01333300
0. 2000000
(. 2666700
0.3333300)
03000000
G 4666700

wwwww

0 OGOOOOGN
1 HoahH~ 00
0. TA3330)
O xODOUOD
() XHnnT 00

CONMMAND

0.0000000E - 50 1S 0.0000000 -

O.O66T000TE 12 1S 0.2037163

01333300
0. 2000000
0.26606700
0.4000000
0.4666700
).5333300
- 0.6000000
- 0.6666700
0.7333300
= 0.3000000
0.8666700
0.9333300

0Y IS 04439132

IS
IS
IS
IS
IS
IS
IS
IS
IS
IS
IS
IS
IS
N

ANDY(C

IS
1S
1S
IS
IS
1S
IS
IS
1S
1S
1S
IS
1S
1S

owE ok

)

0.3145973
01538737
0.0679339
1.9VTSO8KL:
S R34S
MRORAREIE
6774661
NITSOTXL
RRBUAUINE
1798007
2928930
SOSXSSTRO2
SHOTI0E s
[BIRIN IR IR T AR

n?
02
03
13
114

S

it
[

S

St — Attt

v

‘ONTROL IS

03109293

0.24713065

0.1417581

64164929802
23485141 E-02
6.9131334E-03
1.5915751E-03
2.7151196E-04
3.1325319E-05
2.0843454E-00
5.8021863E-08
3.5520284E-10
S.03353060E-14
0.0600000F- 00

ok Kk




MOLEB TS 080660667

AT 6000000 SECONDS BEFORE IMPACT
THERE ARE THE FOLLOWING NUMBERS OF WARHEADS TARGE 11 0
FOR EACH RESPECTIVE CLANS

CLASS 1L CITY INDUSTRIAL: 7

CLASS 2. OTHER MILITARY: 4

CLASS 3, STRATEGIC MILITARY, 1

CLASS 4. COMMAND & CONTROLCOMNML A

FHE NEW DISTRIBUTION FOR CHY INDUSTRIALS

NEW POSTERIOR FOR THETA 000000001 - 650 IS 0.0000000]- i+
NEW POSTERIOR FOR THETA  0.6670G011-02 1S 0.0000000 -
NEW POSTERIOR FOR THETA - 0.1333300 IS 11954157124
NEW POSTERIOR FOR THETA  0.2000000 IS 14336336k 14
NEW POSTERIOR FOR THETA - 0.26606700 IS 1.33690301-0%
NEW POSTERIOR FOR THETA - 0.3333300 IS 4.006285131-058
NEW POSTERIOR FOR THETA - 0.4000000 IS 8.SO83750E-02
NEW POSTERIOR FOR THETA = 04666700 IS 0.6718776

NEW POSTERIOR FOR THETA = 0.5333300 IS 0.2418049

NEW POSTERIOR FOR THETA - 0.6000000 IS S.8701308E-04
NEW POSTERIOR FOR THETA - 0.6666700) IS 3.9518266E-03
NEW POSTERIOR FOR THETA - 0.7333300 IS 3.4373213E-15
NEW POSTERIOR FOR THETA - 0.8000000 IS 1335166323
NEW POSTERIOR FOR THETA = 0.8666700 IS 7.6493940E-37
NEW POSTERIOR FOR THETA - 0.9333300 IS 0.0000000F - 00

NEW POSTERIOR FOR THETA - 1.000000 IS 0.0000000E - 00

ARk b R AR R KRR R K R Rk R RV R E R R R b s kR ok ks & R kok &k Rk

THE NEW DISTRIBUTI)ON FOR OTHER MILITARY IS

NEW POSTERIOR FOR THETA - 0.00000001 .00 1S 0.0000000F « (1)
NEW POSTERIOR FOR THETA - 6.66700011:-02 1S 2.2475454E-15
NEW POSTERIOR FOR THETA = 0.1333300 IS 1.0834739E-05
NEW POSTERIOR FOR THETA = 0.2000000 IS 6.1342474E-02
NEW POSTERIOR FOR THETA - 0.2666700 1S 0.7505540
NEW POSTERIOR FOR THETA - 0.3333300 1S 0.1858960
NEW POSTERIOR FOR THETA = 0.4000000 IS 2.1951352E-03
NEW POSTERIOR FOR THETA - 04666700 IS 1.6427758E-06
NEW POSTERIOR FOR THETA = 0.5333300 IS 7.3555537E-11
NEW POSTERIOR FOR THETA = 0.6000000 1S 1.3633678E-16
NEW POSTERIOR FOR THETA - 0.6666700 IS 1.9150286E-24
NEW POSTERIOR FOR THETA = 0.7333300 1S 8.4330360E-34
NEW POSTERIOR FOR THETA = 0.8000000 1S 0.0000000EF - 00
NEW POSTERIOR FOR THETA - 0.8666700 1S 0.0000000L - 00
NEW POSTERIOR FOR THETA - 0.9333300 IS 0.0000000L: + 00
NEW POSTERIOR FOR THETA - 1.000000 IS 0.0000000L: - (00

T R T R R T e L AL R L Ll




THE NEW DISTRIBUTION FOR STRATEGIC MUTLITARY IS

NEW POSTERIOR FOR THETA - 0.0000000 . 00 S (L.O00AGOOE 00
NEW POSTERIOR FOR THETA  6.6670001-02 1S 0.9534049
NEW POSTERIOR FOR THETA -~ (.1333300 IS 4.65062156-02
NEW POSTERIOR FOR THETA - 0.2000000 IS 2.8965404E-05
NEW POSTERIOR FOR THETA - 0.2666700 IS 1.S109672E-09
NEW POSTERIOR FOR THETA - 0.3333300 IS 1O223R3ANE-14
NEW POSTERIOR FOR THETA 04000000 IS 9.0909830L 21
NEW POSTERIOR FOR THETA  0.4666700 IS 8.01509391:-2%
NEW POSTERIOR FOR THETA  0.5333300 IS 57439833E-30
NEW POSTERIOR FOR THETA  0.0000000 IS 0.00000008 . e
NEW POSTERIOR FOR THETA  (L0666700 IS 000000001 - O
NEW POSTERIOR FOR THETA 07333300 IS 0.0000000F - 00
NEW POSTERIOR FOR THETA 083000000 IS 0.00000001: - 00
NEW POSTERIOR FOR THETA = 0.3666700 IS 0.00000001 - tti
NEW POSTERIOR FOR THETA 09333300 (S 0.0000000f: - (v
NEW POSTERIOR FOR THETA F.O000o0 IS 0.0000000E - N

LR R R N N N e N I I I I 3

THE NEW DISTRIBUITON FOR COMMAND AND CONTROL 1S
NEW POSTERIOR FOR THETA  0.00000001: - 00 1S 0.0000000F- 1D
NEW POSTERIOR FOR THETA  6.6670001E-02 IS 1.03365350E-07
NEW POSTERIOR FOR THETA - 0.1333300 IS 5.0042503E-02
NEW POSTERIOR FOR THETA  0.2000000 IS 0.8333939

NEW POSTERIOR FOR THETA  0.20666700 IS 0.1139450

NEW POSTERIOR FOR THETA - 0.3333300 IS 6.1818S27E-04
NEW POSTERIOR FOR THETA - 0.4000000 IS 23118857E-07
NEW POSTERIOR FOR THETA - 0.4666700 IS 6.6194559E-12
NEW POSTERIOR FOR THETA - 0.3333300 IS 1.2027955E-17
NEW POSTERIOR FOR THETA  0.6000000 IS B.S29S881E.25
NEW POSTERIOR FOR THETA - 0.6666700 1S 9.7386190F-34
NEW POSTERIOR FOR THETA - 0.7333300 IS 0.0000000F -00
NEW POSTERIOR FOR THETA  0.8000006) IS 0.0000000E - O
NEW POSTERIOR FOR THETA  (L8666700 IS 0.0000000E . 00
NEW POSTERIOR FOR THETA 09333300 IS 0.0000000F - 00
NEW POSTERIOR FOR THETA 1.0G000) IS 0.0000000L: - 00
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MOE IS 04933333

AT JAR00000  SECONDS BEFORE IMPACT]
THERE ARE THE FOLLOWING NUMBERS OF WARHEADS TARGE 11 5
FOR EACH RESPECTIVE CLABS

CLASS 1, CITY INDUSTRTAL R

CLASS 20 OTHER MITTTARY -4

CLASS L STRATHGHO MITLTTARY 2

CLASS 5 COMMAND & CONTROL CONMM: 3

PHENEW DISTRIBUHON FOR CHPY INDUSTRIAL LS

NEW POSTERIOR FORCTHET

A G GH00000E 00 1S 0.0000000F ¢
NEW POSTERIOR FOR THETA 06670001802 1S 0.00000 OF 11
NEW POSTERIOR TOR THETA 001333300 IS 1.4998813E-31
NEW POSTERIOR FOR THETA  0,.2000000 IS 44839803E-18
NEW POSTERIOR TOR THET A 0.2606700 IS 3.8458639L-10
NEW POSTERIOR FOR THET A 03333300 IS 1.7367700E-03
NEW POSTERIOR FOR THETA 04000000 IS 0.1016216
NEW POSTERIOR FOR THETA 046006700 IS 0.7994399
NEW POSTERIOR FOR THETA - 05333300 IS 9887389 1E-02
NEW POSTERIOR FOR THETA  0.6000000 IS 271640637105
NEW POSTERIOR FOR THETA © 0.6666700 IS 37490360811
NEW POSTERIOR FOR THETA 07333300 IS 3.0235109E-20
NEW POSTERIOR FOR THETA - 08000060 IS 6.3720487E-32
NEW POSTERIOR FOR THETA - 08006700 1S 0.0000000t - 00
NEW POSTERIOR FOR THETA H‘)’s‘a’s"x (0 1S 0.00000001: - (i
\l W !()SI ERIOR FOR THETA 1000000 IS 0.0000000F . 10

Y YT KRk ok i d ek kR ko o ¥ hkER ks om b RER R A KR K

NEW POSTERIOR FOR THE
NEW POSTERIOR FOR THIE T
NEW POSTERIOR FOR THET !
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET.
NEW POSTERIOR FOR THE

A 0.00000000 .60 1S 000000001 .
A 0.O66T000TE-G2 IS 2 418437320
A 01333300 IS 2.9283270k-07
A 0.2000000 IS 3.21R0324FE-02
AN ‘('»(w(w'/‘()() 1S 0.8541485

A 0333331 IS 0.1134307
NEW POSTERIOR FOR THETA ..4()()()()()() 1S 240140651 -04
A 0666700 IS T.1883668E-08
A 0.5333300 IS 1.2658284L-14
\
A
A

I
{
|
|
1
I
1
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET 0.6000000 IS 1.7500915E-22
I () H6OGT700) IS 1.1167650E-32
| ).7333300 1S 0.0000000L.. QO
r (),.\()()()()()() 1S 0.00000001 . 00
A UR666700 IS 0.0000000L- 00
A 09333300 IS 0.0000000L -« OO
I'A
haes

NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THIES
NEW POSTERIOR FOR THES
NEW POSTERIOR FOR THE
NEW POSTERIOR FOR THE

(X R AR LR L RN LR N

>~

1000000 IS 0.0000000F . 00
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HENEW DISTRIBUTION FOR S TR ATEGIC NETTARY IS

NEW f k)\H !\[()R l()R HH I
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET.
NEW POSTERIOR FOR THET S
NEW POSTERIOR FOR THET:
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET.
NEW POSTERIOR FOR THIET
NEW POSTERIOR FOR THET!
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET:
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET

|

T

A
A\
A
A
A\
\
A
\
A
\
A
\
A\
A
NEW POSTERIOR FOR THETA
A

NEW POSTERIOR FOR THE 1. 000
L A AR R E R R R o IR IR LN 2 ) v
THE NEW DISTRIBUITON FOR CONMMAND

NEW POSTERIOR FOR THET:
NEW POSTERIOR FOR THET:
NEW POSTERIOR FOR THET:
NEW POSTERIOR FOR THET:
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET
NEW POSTERIOR FOR THET!
NEW POSTERIOR FOR THET!
NEW POSTERIOR FOR THET!
NEW POSTERIOR FOR THET!
NEW POSTERIOR FOR THET!
NEW POSTERIOR FOR THET.

P A I S L 2 A S P S e

0.000000]
(. O6TO00TT

01333300
12000000
0 -‘(\(\(\7()(

QQQQ

0. 4000 U()
0. 3666700
1 6000000
06606700
Q7333300
0. 000000
(LXOO6T00
BICRRERRIAN

000000001 -
. (1 (\(\q()()()][ .

0. 2()()( 00O
0. 2666700

.4(.00()(,)
0. 4066700
(1.6000000
() (\(}(\(\7()(
,).\\[‘,)(»KV)(»’(‘)()

) ROOGOHTO0)

I 000000

L0 IS 00000000 coa
SO21S D89OSR

IS 0.1094512

IS 16742653} O3
IS 64999430111
IS 1.34269870-17
IS 16069562123
IS R71130391 3%
IS 000000 < (i
1S L00ODODOY - i
IS Q0000000 - G
IS 00000000} .-
IS 0L,0000000% - O
IS 00000000 . G
IS D.O0BGHONT i
IS oL nanGoiinsg o

WD CONTROLIS

GO IS 0.00000061 -

A2 OIS 1233399900
IS 3.2370358E- )‘
IS 0.9255465

IS 4. 2038220E-02
IS 2.4890368E-03
IS 3.9609982E-10
IS 1.9253207E-16
IS 2.1897684E-24
IS 2.9736999L-34
IS 0.0000000F - 00
IS 0.0000000F . 00
IS 0.0000000F - (GG
1S 0.0000000F . 00
1S 0.00068% ‘m}' 0
IS 000000001 .
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MOE IS: 0.866667
AT 360.0000 SECONDS BEFORE IMPACT

v

THERE ARE THE FOLLOWING NUMBERS Of WARHEADS TARGLTED

FOR EACH RESPECTIVE CLASS

CLASS 1, CITY/INDUSTRIAL: 6
CLASS 2, OTHER MILITARY: 4
CLASS 3, STRATEGIC MILITARY: 1

CLASS 4, COMMAND & CONTROL,COMM:

4

THE NEW DISTRIBUTION FOR CITY/INDUSTRIAL IS

NEW POSTERIOR FOR THETA = 0.0000000L+00 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 6.6670001E-02 1S 0.0000000E+00)

NEW POSTERIOR FOR THETA = 0.1333300
NEW POSTERIOR FOR THETA = 0.2000000
NEW POSTERIOR FOR THETA = 0.2666700
NEW POSTERIOR FOR THETA = 0.3333300
NEW POSTERIOR FOR THETA = 0.4000000
NEW POSTERIOR FOR THETA = 0.4666700
NEW POSTERIOR FOR THETA = 0.5333300
NEW POSTERIOR FOR THETA = 0.6000000
NEW POSTERIOR FOR THETA = 0.6666700
NEW POSTERIOR FOR THETA = 0.7333300
NEW POSTERIOR FOR THETA = (.8000000
NEW POSTERIOR FOR THETA = 0.8666700
NEW POSTERIOR FOR THETA = 0.9333300
NEW POSTERIOR FOR THETA = 1.000000

IS
IS

IS

9.3857267E-38
4.3042319E-21
2.3343194E-11
9.9269673E-06
0.1387112
0.8341351
2.7143082E-02
6.4300713E-07
3.2085046E-14
7.4203554E-26
0.0000000E - 00
0.0000000E 00
0.0000000E +00
0.0000000E- 00

ok ko ko ok ok K ok K KoK oK K oK K KK K oK K Kk K K ok ok ok ok ok ok %k ok ok kK

THE NEW DISTRIBUTION FOR OTHER MILITARY IS

NEW POSTERIOR FOR THETA = 0.0000000F+00 IS 0.0000000E-+0()
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 4.7382295E-26

NEW POSTERIOR FOR THETA = 0.1333300
NEW POSTERIOR FOR THETA = 0.2000000
NEW POSTERIOR FOR THETA = 0.2666700
NEW POSTERIOR FOR THETA = 0.3333300
NEW POSTERIOR FOR THETA = (0.4000000
NEW POSTERIOR FOR THETA = 0.4666700
NEW POSTERIOR FOR THETA = 0.5333300
NEW POSTERIOR FOR THETA = 0.6000000
NEW POSTERIOR FOR THETA = 0.6666700
NEW POSTERIOR FOR THETA = (.7333300
NEW POSTERIOR FOR THETA = 0.8000000
NEW POSTERIOR FOR THETA = 0.8666700
NEW POSTERIOR FOR THETA = 0.9333300
NEW POSTERIOR FOR THETA = 1.000000

IS
IS

3.1035223E-09
1.0757698E-02
0.9009884
8.8209219E-02
4.4641467E-05
1.9173273E-10
6.3457082E-18
8.5893317E-28
0.0000000E+00
0.0000000E+00
0.0000000E+00
0.0000000E+00
0.0000000E+00
0.0000000E+00

ok ok ok ok ok ok e o ok o ok ok o ok ok ok o ok e ok ok ok ok sk ok ook kol ok oK ok ok ok o ok ok ok ko ke ok ok

K-7




THE NEW DISTRIBUTION FOR STRATEGIC MILITARY IS

NEW POSTERIOR FOR THETA = 0.0000000E+00 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 6.6670001E-02 1S 0.9374088
NEW POSTERIOR FOR THETA = 0.1333300 IS 6.2590316E-02
NEW POSTERIOR FOR THETA = 0.2000000 IS 8.9045921E-07
NEW POSTERIOR FOR THETA = 0.2666700 IS 1.2160173E-13
NEW POSTERIOR FOR THETA = 0.3333300 IS 4.0564041E-22
NEW POSTERIOR FOR THETA = 0.4000000 IS 3.6755363E-32
NEW POSTERIOR FOR THETA = 0.4666700 1S 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.5333300 1S 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.6000000 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.6666700 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.7333300 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.8000000 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.8666700 1S 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.9333300 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E+00
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THE NEW DISTRIBUITON FOR COMMAND AND CONTROL IS

NEW POSTERIOR FOR THETA = 0.0000000E+00 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 1.1269402E-12
NEW POSTERIOR FOR THETA = 0.1333300 IS 7.4367411E-03
NEW POSTERIOR FOR THETA = 0.2000000 IS 0.9617536
NEW POSTERIOR FOR THETA = 0.2666700 IS 3.0805947E-02
NEW POSTERIOR FOR THETA = 0.3333300 IS 3.7615407E-06
NEW POSTERIOR FOR THETA = 0.4000000 IS 4.5262531E-12
NEW POSTERIOR FOR THETA = 0.4666700 IS 6.4341352E-20
NEW POSTERIOR FOR THETA = 0.5333300 IS 7.8136791E-30
NEW POSTERIOR FOR THETA = 0.6000000 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.6666700 1S 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.7333300 1S 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.8000000 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.8666700 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.9333300 IS 0.0000000L+00
1 NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000L - 0U
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Appendix L Perfect Radar Information Posterior Probabilities

MOE 1S: 0.866667

AT 900.0000 SECONDS BEFORE IMPACT
THERE ARE THE FOLLOWING NUMBERS OF WARHEADS TARGETH: D
FOR EACH RESPECTIVE CLASS

CLASS 1, CITY/INDUSTRIAL: 6

CLASS 2, OTHER MILITARY: 3

CLASS 3, STRATEGIC MILITARY: 2

CLASS 4, COMMAND & CONTROL,COMM: 4

THE NEW DISTRIBUTION FOR CITY/INDUSTRIAL IS

NEW POSTERIOR FOR THETA = 0.0000000F-00 1S 0.0000000E- (!
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 4.3975006E-00
NEW POSTERIOR FOR THETA = 0.1333300 IS 1.4439678E-04
NEW POSTERIOR FOR THETA = 0.2000000 IS 8.0038002E-04
NEW POSTERIOR FOR THETA = 0.2666700 IS 2.0551626E-03
NEW POSTERIOR FOR THETA = 0.3333300 IS 3.3246884E-03
NEW POSTERIOR FOR THETA = 0.4000000 IS 0.1068378

NEW POSTERIOR FOR THETA = 0.4666700 IS 0.2799938

NEW POSTERIOR FOR THETA = 0.5333300 IS 0.5002171

NEW POSTERIOR FOR THETA = 0.6000000 IS 9.4966874E-02
NEW POSTERIOR FOR THETA = 0.6666700 IS 1.1543527E-02
NEW POSTERIOR FOR THETA = 0.7333300 IS 9.8825774E-05
NEW POSTERIOR FOR THETA = 0.8000000 IS 1.2505929E-05
NEW POSTERIOR FOR THETA = 0.8666700 IS 5.2575018E-07
NEW POSTERIOR FOR THETA = 09333300 IS 1.6028454E-0v
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E- 00
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THE NEW DISTRIBUTION FOR OTHER MILITARY IS

NEW POSTERIOR FOR THETA = 0.0000000L .00 IS 0.0000000E
NEW POSTERIOR FOR THETA - 6.6670001F-02 1S 6.2777497E-02
NEW POSTERIOR FOR THETA = 0.1333300 IS 0.2063568
NEW POSTERIOR FOR THETA = 0.2000000 IS 0.2665385
NEW POSTERIOR FOR THETA = 0.2666700 IS 0.2223851

NEW POSTERIOR FOR THETA = 0.3333300 IS 0.1384020
NEW POSTERIOR FOR THETA - 0.4000000 IS 6.7543700E-02
NEW POSTERIOR FOR THETA - 0.4666700 IS 2.6095873[-02
NEW POSTERIOR FOR THETA - 0.5333300 IS 7.8468667E-03
NEW POSTERIOR FOR THETA = 0.6000000 IS 1.7569655E-03
NEW POSTERIOR FOR THETA = 0.6666700 IS 2.7028067E-04
NEW POSTERIOR FOR THETA = 0.7333300 IS 2.4727377LE-0S
NEW POSTERIOR FOR THETA = 0.8000000 IS 1.0167624E-06
NEW POSTERIOR FOR THETA  (.8666700 1S 9.9605977F-09
NEW POSTERIOR FOR THETA - 09333300 IS 303991106812
NEW POSTERIOR FOR THETA - 1.000000 1S 0.0000000E + 00
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THE NEW DISTRIBUTION FOR STRATEGIC MILITARY IS

NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA =

0.0000000E +00 1S 0.0000000E+0()

6.6670001E-02 1S 0.2037163

0.1333300
0.2000000
0.2666700
0.3333300
0.4000000
0.4666700
0.5333300
0.6000000
0.6666700
0.7333300
0.8000000
0.8666700
0.9333300

1.000000

IS

0.3109293

0.2471365

0.1417581

6.4164929E-02
2.3485141E-02
6.9131334E-03
1.5915751E-03
2.7151196E-04
3.1325319E-05
2.0843454E-06
5.8921863E-08
3.5520284E-10
5.0335360E-14
0.0000000L . CU
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THE NEW DISTRIBUITON FOR COMMAND AND CONTROL IS

NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA =
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA

NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -

n Ii n

0.0000000L: - 00 1S 0.0000000F it
6.66700011--02 IS 1.34659631:-02

0.1333300
0.2000000
0.2666700
0.3333300
0.4000000
0.4666700
0.5333300
0.6000000
0.6666700
0.7333300
(.8000000
0.8666700
0.9333300

1.000000

IS
IS

9.5330343E-02
0.2000959

0.2428392

0.2078002

0.1352172

6.8568379E-02
2.6929030E-02
7.9139406E-03
1.6232665E-03
2.0419332E-04
1.2212872E-05
1.9442382E-07
1.2779210E-10
0.0000000E + 00
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MOE IS: 0.933333

AT 600.0000 SECONDS BEFORE IMPACT
THERE ARE THE FOLLOWING NUMBERS OF WARHEADS TARGETLD
FOR EACH RESPECTIVE CLASS

CLASS 1, CITY/INDUSTRIAL: 5

CLASS 2, OTHER MILITARY: 4

CLASS 3, STRATEGIC MILITARY: 2

CLASS 4, COMMAND & CONTROL,COMM: 4

THE NEW DISTRIBUTION FOR CITY/INDUSTRIAL IS

NEW POSTERIOR FOR THETA = 0.0000000E+00 1S 0.0000000E+00
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 6.6242504E-25
NEW POSTERIOR FOR THETA = 0.1333300 IS 1.4764365E-11
NEW POSTERIOR FOR THETA = 0.2000000 IS 1.7445456E-05
NEW POSTERIOR FOR THETA = 0.2666700 IS 1.3163893E-02
NEW POSTERIOR FOR THETA = 0.3333300 IS 0.1082553
NEW POSTERIOR FOR THETA = 04000000 IS 0.8408837

NEW POSTERIOR FOR THETA = 0.4666700 IS 3.7595041E-02
NEW POSTERIOR FOR THETA = 0.5333300 IS 8.4689862E-0S
NEW POSTERIOR FOR THETA = 0.6000000 IS 1.1722412E-09
NEW POSTERIOR FOR THETA = 0.6666700 IS 3.3358529E-16
NEW POSTERIOR FOR THETA = 0.7333300 IS 6.8413715E-26
NEW POSTERIOR FOR THETA = 0.8000000 IS 2.1502974E-37
NEW POSTERIOR FOR THETA = 0.8666700 1S 0.0000000E 00
NEW POSTERIOR FOR THETA = 0.9333300 1S 0.0000000E - 00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E + 00
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THE NEW DISTRIBUTION FOR OTHER MILITARY IS

NEW POSTERIOR FOR THETA = 0.0000000L-00 1S 0.0000000E+ )
NEW POSTERIOR FOR THETA = 6.6670001E-02 1S 5.9472148E-14
NEW POSTERIOR FOR THETA = 0.1333300 IS 6.1810992E-05
NEW POSTERIOR FOR THETA = 0.2000000 IS 0.1325185
NEW POSTERIOR FOR THETA = 0.2666700 IS 0.7663514
NEW POSTERIOR FOR THETA = 0.3333300 IS 0.1004011

NEW POSTERIOR FOR THETA = 0.4000000 IS 6.6686742E-04
NEW POSTERIOR FOR THETA = 0.4666700 IS 2.8969836E-07
NEW POSTERIOR FOR THETA - 0.5333300 IS 7.603941RE-12
NEW POSTERIOR FOR THETA = 0.60000(0) IS B.I81370SE-18
NEW POSTERIOR FOR THETA = 0.6666700 IS 1.6590083F-25
NEW POSTERIOR FOR THETA - 0.7333300 IS 1.50S6659E-35
NEW POSTERIOR FOR THETA = 0.8000000 IS 0.0000000L- + O
NEW POSTERIOR FOR THETA - 0.8666700 IS 0.0000000L « 00
NEW POSTERIOR FOR THETA - 0.9333300 IS 0.0000000E +00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000L +00
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THE NEW DISTRIBUTION FOR STRATEGIC MILITARY IS

NEW POSTERIOR FOR THETA = 0.0000000E+00 1S 0.0000000E+00
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 8.7637827E-03
NEW POSTERIOR FOR THETA = 0.1333300 IS 0.9176707
NEW POSTERIOR FOR THETA = 0.2000000 IS 7.3403068E-02
NEW POSTERIOR FOR THETA = 0.2666700 IS 1.6234427E-04
NEW POSTERIOR FOR THETA = 0.3333300 IS 2.6526727E-08
NEW POSTERIOR FOR THETA = 0.4000000 IS 4.1892228E-13
NEW POSTERIOR FOR THETA = 0.4666700 IS 6.0232821E-19
NEW POSTERIOR FOR THETA = 0.5333300 IS 5.8010545E-26
NEW POSTERIOR FOR THETA = 0.6000000 IS 2.0657936E-34
NEW POSTERIOR FOR THETA = 0.6666700 IS 0.0000000E 00
NEW POSTERIOR FOR THETA - 0.7333300 IS 0.0000000E + 00
NEW POSTERIOR FOR THETA = 0.8000000 IS 0.0000000F + 00
NEW POSTERIOR FOR THETA - 0.8666700 IS 0.0000000E 00
NEW POSTERIOR FOR THETA = 0.9333300 IS 0.0000000E . 00
NEW POSTERIOR FOR THETA -~ 1.000000 IS 0.0000000f . 00
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THE NEW DISTRIBUITON FOR COMMAND AND CONTROL IS
NEW POSTERIOR FOR THETA - 0.00000001:-00 1S 0.0000000L «
NEW POSTERIOR FOR THETA - 6.66700011 02 IS 1.1720508E-14
NEW POSTERIOR FOR THETA . 0.1333300 IS 2.6234788E.-08
NEW POSTERIOR FOR THETA  0.2000000 IS 9.1401726E-02
NEW POSTERIOR FOR THETA  0.2666700 IS 0.7688479

NEW POSTERIOR FOR THETA - 0.3333300 IS 0.1384909
NEW POSTERIOR FOR THETA  0.4000000 IS 1.2265519t.03
NEW POSTERIOR FOR THETA 04666700 IS 6.993S487E-07
NEW POSTERIOR FOR THETA - 0.5333300 IS 23978221811
NEW POSTERIOR FOR THETA - 0.6000000 IS 33857S12E-17
NEW POSTERIOR FOR THETA  0.6666700 IS 9.1542820E-25
NEW POSTERIOR FOR THETA - 0.7333300 IS 1T1423299E - 34
NEW POSTERIOR FOR THETA = 0.8000(0) 1S 0.0000000L - (1
NEW POSTERIOR FOR THETA  0.8666700) 1S 0.00000001 . 00
NEW POSTERIOR FOR THETA  0.9333300 1S 0.00000008 .00

NEW POSTERIOR FOR THETA - 1.000000 1S 0.0000000E « 00
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MOE 1S: 0.9333333

AT 480.0000 SECONDS BEFORE IMPACT

THERE ARE THE FOLLOWING NUMBERS OFF WARHEADS TARGE 11D

FOR EACH RESPECTIVE CLASS

CLASS 1, CITY/INDUSTRIAL: 5

CLASS 2, OTHER MILITARY: 4

CLASS 3, STRATEGIC MILITARY: 2

CLASS 4, COMMAND & CONTROL ,COMM: 4

THE NEW DISTRIBUTION FOR CITY INDUSTRIAL IS

NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA

1

it

0.6666700

0.00000001: - 00 1S 0.0000000L . 00

6.66700011-02 1S 8168187733

0.1333300 IS 9.8377170E-15
0.2000000 IS 1.5734520E-06
0.2666700 IS 1.15290653E-02
0.3333300 IS 0.1816959
0.4000000 IS 0.7997549
0.4666700 IS 7.0168171L-03

0.5333300 IS 10942516806

0.6000000 IS 3.352X3ISE-13
[S §5.33790389¢-22
IS 9.79645631:-33
0.8000000 1S 0.0000000F < 00
0.8666700 1S 0.0000000F + OO
(1.93333(K) IS 0.0000000F. - 00

1.000000 1S 0.0000000F -+ 00
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THE NEW DISTRIBUTION FOR OTHER MILITARY [S

NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA -
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA -

0.00000001: - 00 1S 0.00000001: -+ i
66670001102 1S 6.38037401:-19
01333300 IS 1.6656096F-06
0.2000000 IS 6.9312558E-02
0.2666700 IS (0.8695322
0.3333300) IS 6.1080877E-02
(. 3000000 IS 7.2736104E 08
0. 4666700 1S 20894138509
0.8333300) IS 1.30468141:-18
06000000 IS 10470802123
0.6666700 IS 3.7582935E-34
0.7333300 IS 0.0000000E + 00
().8000000 IS 0.0000000E (0
0.8O66GTO0 1S 0.00000005 + 00
0.9333300 IS 0.0000000F + ()
100000 IS 0.0000000E + 00
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THE NEW DISTRIBUTION FOR STRATEGIC MILITARY IS

NEW POSTERIOR FOR THETA = 0.0000000L .00 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 1.7024318E-03
NEW POSTERIOR FOR THETA = 0.1333300 IS 0.9674060
NEW POSTERIOR FOR THETA = 0.2000000 IS 3.0884240E-02
NEW POSTERIOR FOR THETA = 0.2666700 IS 7.3944234E-06
NEW POSTERIOR FOR THETA = 0.3333300 IS 5.0716566E-11
NEW POSTERIOR FOR THETA = 0.4000000 IS 1.4374123E-17
NEW POSTERIOR FOR THETA = 0.4666700 IS 1.5517015E-25
NEW POSTERIOR FOR THETA = 0.5333300 IS 4.1984660E-35
NEW POSTERIOR FOR THETA = 0.6000000 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.6666700 1S 0.0000000E +00
NEW POSTERIOR FOR THETA = 0.7333300 1S 0.0000000E +00
NEW POSTERIOR FOR THETA = 0.8000000 IS 0.0000000E +00
NEW POSTERIOR FOR THETA = 0.8666700 IS 0.0000000E +0t}
NEW POSTERIOR FOR THETA = 0.9333300 IS 0.0000000E +00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E-00
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THE NEW DISTRIBUITON FOR COMMAND AND CONTROL IS
NEW POSTERIOR FOR THETA = 0.0000000L - 00 IS 0.0000000E+ 00
NEW POSTERIOR FOR THETA = 6.6670001E-02 IS 1.2517046E-1Y
NEW POSTERIOR FOR THETA = 0.1333300 IS 7.0373289E-07
NEW POSTERIOR FOR THETA = 0.2000000 IS 4.7589660E-02
NEW POSTERIOR FOR THETA = 0.2666700 IS 0.8684021

NEW POSTERIOR FOR THETA = 0.3333300 IS 8.3874375E-02
NEW POSTERIOR FOR THETA - 0.4000000 IS 1.3317396E-04
NEW POSTERIOR FOR THETA = 0.4666700 IS 5.0211000E-09
NEW POSTERIOR FOR THETA - 0.5333300 IS 4.0949740E-15
NEW POSTERIOR FOR THETA = 0.6000000 IS 4.3135189E-23
NEW POSTERIOR FOR THETA = 0.6666700 IS 2.0643710E-33
NEW POSTERIOR FOR THETA = 0.7333300 1S 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.8000000 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.8666700 1S 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.9333300 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E+00
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MOE IS: 0.9333333

AT 360.0000 SECONDS BEFORE IMPACT
THERE ARE THE FOLLOWING NUMBERS OFF WARHEADS TARGI:T1:1)
FOR EACH RESPECTIVE CLASS

CLASS 1, CITY/INDUSTRIAL: )

CLASS 2, OTHER MILITARY: 4

CLASS 3, STRATEGIC MILITARY: 2

CLASS 4, COMMAND & CONTROL,COMM: 4

THE NEW DISTRIBUTION FOR CITY/INDUSTRIAL IS

NEW POSTERIOR FOR THETA = 0.0000000E 00 IS 0.0000000F - (%)
NEW POSTERIOR FOR THETA = 6.6670001E-02 1S 0.0000000E +()
NEW POSTERIOR FOR THETA - 0.1333300 IS 6.0863424E-18
NEW POSTERIOR FOR THETA = 0.2000000 IS 1.3176708E-07
NEW POSTERIOR FOR THETA = 0.2666700 IS 9.3762791E-03
NEW POSTERIOR FOR THETA = 0.3333300 IS 0.2831546

NEW POSTERIOR FOR THETA = 0.4000000 IS 0.7062530

NEW POSTERIOR FOR THETA = 04666700 IS 1.2159960E-03
NEW POSTERIOR FOR THETA = 0.5333300 IS 1.3127601E-08
NEW POSTERIOR FOR THETA = 0.6000000 1S 8.9040739E-17
NEW POSTERIOR FOR THETA = 0.6666700 1S 7.9308057E-28
NEW POSTERIOR FOR THETA = 0.7333300 1S 0.0000GO0E +00
NEW POSTERIOR FOR THETA = 0.8000000 1S 0.0000000E +00
NEW POSTERIOR FOR THETA = 0.8666700 1S 0.0000000E +00
NEW POSTERIOR FOR THETA = 0.9333300 1S 0.0000000E+00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E+00
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THE NEW DISTRIBUTION FOR OTHER MILITARY 1S

NEW POSTERIOR FOR THETA = 0.0000000L - 00 1S 0.0000000E+ 0t}
NEW POSTERIOR FOR THETA = 6.6670001L-02 1S 6.4574679E-24
NEW POSTERIOR FOR THETA = 0.1333300 IS 4.2341298E-08
NEW POSTERIOR FOR THETA = 0.2000000 IS 3.4200374E-02
NEW POSTERIOR FOR THETA = 0.2666700 1S 0.9307367
NEW POSTERIOR FOR THETA = 0.3333300 1S 3.5055429E-02
NEW POSTERIOR FOR THETA = 0.4000000) IS 7.4841787E-06
NEW POSTERIOR FOR THETA - 04666700 IS 1.4216293E-11
NEW POSTERIOR FOR THETA = 0.5333300 IS 2.1118044E-19
NEW POSTERIOR FOR THETA = 0.6000000 IS 1.2642043E-29
NEW POSTERIOR FOR THETA = 0.6666700 1S 0.0000000E+0G
NEW POSTERIOR FOR THETA = 0.7333300 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.8000000 1S 0.0000000E + 00
NEW POSTERIOR FOR THETA - 0.8666700 1S 0.0000000E . 00
NEW POSTERIOR FOR THETA - 0.9333300 IS 0.0000000F « 00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E .00
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THE NEW DISTRIBUTION FOR STRATEGIC MILITARY IS

NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA
NEW POSTERIOR FOR THETA = 0.1333300 IS 0.9871022

NEW POSTERIOR FOR THETA = 0.2000000 1S 1.2577406E-02
NEW POSTERIOR FOR THETA = 0.2666700 IS 3.2598911E-07
NEW POSTERIOR FOR THETA = 0.3333300 IS 9.3852843E-14
NEW POSTERIOR FOR THETA = 0.4000000 IS 4.7737611E-22
NEW POSTERIOR FOR THETA = 0.4666700 IS 3.8691402(-32
NEW POSTERIOR FOR THETA = 0.5333300 IS 0.0000000E +00
NEW POSTERIOR FOR THETA = 0.6000000 1S 0.0000000E + 0t}
NEW POSTERIOR FOR THETA = 0.6666700 IS 0.0000000L.- 00
NEW POSTERIOR FOR THETA = 0.7333300 1S 0.0000000E - 00)
NEW POSTERIOR FOR THETA = 0.8000000 IS 0.0000000E - 00
NEW POSTERIOR FOR THETA = 0.8666700 1S 0.0000000L - 00
NEW POSTERIOR FOR THETA = 0.9333300 1S 0.0000000L +00
NEW POSTERIOR FOR THETA = 1.000000 1S 0.0000000F . 00
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0.0000000E+00 1S 0.0000000E+ 00
6.6670001E-02 IS 3.2009522E-04
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THE NEW DISTRIBUITON FOR COMMAND AND CONTROL 1S
NEW POSTERIOR FOR THETA = 0.0000000L:.00 1S 0.0000000E+tn)
NEW POSTERIOR FOR THETA = 6.6670001L-02 1S 1.2653616E-24
NEW POSTERIOR FOR THETA = 0.1333300 IS 1.78688G3E-08
NEW POSTERIOR FOR THETA = 0.2000000 IS 2.3454614E-02
NEW POSTERIOR FOR THETA = 0.2666700 IS 0.9284504

NEW POSTERIOR FOR THETA = 0.3333300 IS 4.8081279E-02
NEW POSTERIOR FOR THETA = 0.4000000 IS 1.3687056E-05
NEW POSTERIOR FOR THETA = 0.4666700 IS 3.4123811E-11
NEW POSTERIOR FOR THETA = 0.5333300 IS 6.6205970E-19
NEW POSTERIOR FOR THETA = 0.6000000 IS 5.2019446E-29
NEW POSTERIOR FOR THETA = 0.6666700 1S 0.0000000E- 00
NEW POSTERIOR FOR THETA = 0.7333300 IS 0.0000000E+00
NEW POSTERIOR FOR THETA = 0.8000000 IS 0.0000000E -00
NEW POSTERIOR FOR THETA = 0.8666700 1S 0.0000000E : 00
NEW POSTERIOR FOR THETA = 0.9333300 IS 0.0000000FE +00
NEW POSTERIOR FOR THETA = 1.000000 IS 0.0000000E+00
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Time to
Impact
(Seconds)

900
870
840
810
780
750
720
690
660
630
600
570
540
510
480
4350
420
390
360

One

0.6000
0.4667
0.6000
0.4667
0.5334
0.6000
0.6667
0.6000
0.7333
0.5334
0.6000
0.7333
0.7333
0.7333
0.6667
0.7333
0.7333
0.6667
0.7333

Appendix M Radar Sensitivity
Two Three Four Five
0.6000 0.6000 0.6000 0.7333
0.4667 0.6000 0.6667 0.8000
0.6000 0.4667 0.8000 0.8000
0.4667 0.4667 0.6667 0.8000
0.5334 0.6000 0.8667 0.8667
0.4667 0.5334 0.7333 0.8667
0.7333 0.8000 0.8000 0.8667
0.6000 0.8000 0.8667 0.8000
0.6667 0.8000 0.8000 0.8000
0.6000 0.6667 0.8000 0.8667
0.6000 0.7333 0.8000 0.8667
0.7333 0.7333 0.8000 0.8667
0.7333 0.6667 0.7333 0.9333
0.8000 0.8000 0.8667 0.9333
0.6667 0.7333 0.8000 0.8667
0.7333 0.8667 0.8667 0.8667
0.7333 0.8667 0.8667 0.8667
0.6667 0.8000 0.8667 0.8667
0.8000 0.8000 0.8667 0.8667
M-1
2l o

Six

0.9333
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000
1.0000



Appendix N CEP Simulation

Time to Impact 900 CEP 600 CEP
900 0.6000 0.6000
870 0.8000 0.8000
840 0.8667 0.8667
810 0.8000 0.8000
780 0.8667 0.8000
750 0.7333 0.7333
720 0.8000 0.8000
690 0.7333 0.6667
660 0.8667 0.8000
630 0.8000 0.7333
600 0.8667 0.8000
570 0.8000 0.8000
540 0.7333 0.7333
510 0.8667 0.8667
480 0.9333 0.9333
450 0.8667 0.8667
420 0.8000 0.8000
390 0.7333 0.7333
360 0.9333 0.9333

N-1
v .

300 CEP

0.6000
0.6667
0.8000
0.6667
0.8667
0.7333
0.8000
0.8667
0.8000
0.8000
0.8000
0.8000
0.7333
0.8667
0.8000
0.8667
0.8667
0.8667
0.8667

0 CEP

0.5333
0.7333
0.7333
0.8667
0.8000
0.7333
0.8000
0.6667
0.8000
0.8000
0.8000
0.8000
0.7333
0.8667
0.9333
0.9333
0.8000
0.7333
0.8667
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at AFIT {37]. The results from these algornithms have been validated dunng two quarters of
nuclear survivability courses from 31 March 1986 to 11 July 1986. An inspection of the
data in Appendix D shows the results to bz reasonable.

As the range increases between the target and the impact point, the Py generally
decreases. This inverse relationship generally exists because the nuclear effects diminish as
the reciprocal of RangeZ. However, this relationship is not an absolute because of a
phenomenon associated with the thermal effects. There is a ime lag i;wolved with thermal
effects. The maximum thermal radiation value does not occur at the same range as the
maximum blast overpressure value [38]. This explains the apparent anomalies in the data
when the Py does not always decrease with the range. This anomaly is small and
insignificant in determining the overall probability of kill.

Another proof of model validity is a comparison of the caiculated overpressure values
with predicted values. The model results were comparad with figures 3.73a, b, and ¢ of
The Effects of Nuclear Weapons. There was good agreement between calculated results
trom the model and predicted results from the nuclear effects wbles [18]. The model is

accepted as providing valid data.

Overview of Using Model Results to Determine Intent

The volume of data generated by the three previously discussed models are of litt!
vilue without a methodology to take that data and from it determine intent. Chapter [V will
aiscuss the development of the methodology to combine the culculuied damage with intent
ctermination. The methodology determines how the esumates of intent are changing over
time as the data becomes more certuin.,

Figure 3.3 shows cach of the data files which are used and generated by the three
a generated by each model

1s used to drive the next model in sequence until finaily a data file is produced containing
) J I >
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